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Abstract. In this paper we discuss the problem of engineering privacy require-
ments for business intelligence applications, i.e., of eliciting, modeling, testing, 
and auditing privacy requirements imposed by the source data owner on the 
business intelligence applications that use these data to compute reports for ana-
lysts. We describe the peculiar challenges of this problem, propose and evaluate 
different solutions for eliciting and modeling such requirements, and make the 
case in particular for what we experienced as being the most promising and re-
alistic approach: eliciting and modeling privacy requirements on the reports 
themselves, rather than on the source or as part of the data warehouse.  
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1   Introduction 

With the rapid increase in the amount of people’s data that is gathered and exchanged 
electronically, the problem of information privacy is rapidly gaining attention. Dozens 
of public and private organizations now hold bits and pieces of our personal informa-
tion, subject to a variety of more or less explicit privacy agreements and government 
laws. At the same time, business intelligence (BI) applications are gaining popularity, 
consistently with the desire of officials of public and private companies to monitor, 
analyze, understand, and eventually improve business processes and better serve cus-
tomers and citizens. BI applications typically extract data from multiple data sources, 
clean them to ensure data quality and consistency to the possible extent, transform 
them, and then generate various kinds of reports used by managers and officials to 
analyze the performed processes. 

From a privacy perspective, this scenario poses interesting and very concrete re-
search challenges. The first is that data sources used by BI application often reside in 
different systems, different departments, even in different companies. This implies 
that data in the sources of the BI applications is subject to different constraints, both 
because it was collected under different privacy agreements with the citizens in the 
first place, but also because the different institutions may further regulate the use of 
the information they obtained.     

The second (and biggest) issue is to define the privacy requirements the BI applica-
tion must obey when processing the data provided by the source. Privacy laws and 
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agreements are typically defined at a very high level and with a certain degree of 
“fuzzyness”. However, the BI developers need to know which data can be extracted 
from the source databases, whether these data can be used to clean/refine data from 
other providers (e.g., entity resolution), which report users can view the data, whether 
data can be shown in aggregate form, at which level of aggregation, and so on. This 
degree of precision is needed to know how to develop and test the BI application and 
also how to audit and to resolve possible disputes.  

Current privacy policy languages like P3P 16 and access control languages like 
IBM's EPAL or OASIS’ XACML [3] allow one to express privacy requirements in 
terms of the authorized purposes for the use of the data. Purpose-based access control 
mechanisms as proposed with P-RBAC [10] extend standard RBAC approaches with 
the notion of purpose, condition for data usage, and obligations. Privacy policy lan-
guages and purpose-based access control languages are of general applicability and 
can be used in different contexts where data are released to third parties. However, 
their generality makes it hard to express actionable privacy requirements that are 
directly “testable” and “verifiable” along the BI data lifecycle [11]. 

In this paper we study the problem of engineering privacy requirements in BI ap-
plications. Specifically, we study different ways in which precise, testable and audit-
able requirements can be agreed upon with the source owners and then modeled as 
part of the BI application. We explore different and possibly complementary options, 
including ways to define privacy requirements via privacy metadata coupled with the 
source data, or coupled with the warehouse data, or coupled with reports, and we 
conclude that defining engineering requirements directly on reports is viable alterna-
tive to conventional approaches.   

2   Privacy in Outsourced Business Intelligence Environments  

Our research originated from projects developed in our area with the local govern-
ments, hospitals, and social agencies, where BI reports are needed by those institu-
tions to have a comprehensive view of provided treatments, to evaluate the quality of 
delivered processes, and to compute reimbursements. Figure 1 illustrates such a sce-
nario. The arrows in the figure illustrate information and data flow.  

Any information provided by or related to a patient is typically considered sensi-
tive personal information and as such, any retain, processing, or presentation should 
respect the privacy of the patient. Privacy restrictions are provided at multiple levels. 
First, they may be provided by the patients themselves. As patients visit a health-care 
center, they sign a consent agreement specifying how their personal information can 
be treated by the health-care institution. These restrictions accompany the provided 
data and are illustrated in Figure 1 as privacy level agreements (PLAs) or privacy 
requirements (we will use these terms interchangeably, as the PLA constitute re-
quirements, from a privacy perspective, for the BI developer). The provided informa-
tion is enhanced at the health-care location (the actual data provider, from the  
perspective of the BI provider who delivers the BI solution) by additional data on the 
treatment offered. Both kinds of data are provided to the BI applications, and PLAs 
between the institutions are defined for both. In addition, policies on usage and reten-
tion of patient data may also be regulated by local and national laws [22, 23]. 
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Fig. 1. A privacy-aware business intelligence outsourcing scenario 

The BI provider extracts, integrates and transforms data that is then loaded on a da-
ta warehouse, from which reports are extracted and delivered to the BI users (e.g. 
reports combining data on usage of prescription drugs and their costs to identify dif-
ferences in usages and prices, and what causes such differences). The BI provider 
needs to guarantee that the data it stores, the transformations it performs on that data, 
and the content of the reports delivered to the users (the co-called information con-
sumers) it generates are all complying with the PLAs. It is thus important, and also in 
the interest of the BI provider, that PLAs are precise, that the BI solution can be tested 
against them and that it can be audited by third-party auditing agencies.  

Most common and in particular such outsourced BI scenarios raise several impor-
tant privacy-related challenges: i) precisely eliciting privacy requirements, ii) integrat-
ing privacy requirements from multiple data sources, iii) making requirements  
analysis robust to changes in the reports, and iv) enforcing and auditing privacy. 

Eliciting sufficiently precise PLAs. This refers to the identification of privacy con-
straints the source whishes to impose by discussing privacy issues with data sources 
and customers. With the term “sufficiently precise” here we mean formal or semi-
formal description of the PLAs that are unambiguous (so that developers know the 
implementation requirements), that are testable, and that are auditable. 

PLA integration. This challenge is related to the integration of multiple privacy re-
quirements from different sources and checking for their compliance in data transfor-
mations and reporting.  

Robustness of the requirements. While ETL and data warehouse tend to be relatively 
stable, BI reports are in constant evolution. It is very common to add new reports or 
modify existing ones, especially in the period after the initial deployment.  

Enforcing and auditing privacy. Once requirements (expressed as PLAs) are col-
lected, we have to face the problem of how to implement a solution that i) enforces 
them and ii) supports monitoring and auditing to detect violations.  

In this paper we focus on the elicitation and the precise modeling of robust re-
quirements. These are cornerstone problems since the other challenges can be ad-
dressed only after requirements have been engineered. We experienced this to be one 
of the hardest aspects in any practical BI application we have developed. 
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3   Privacy Requirements Engineering at the Data Source 

A typical way to specify privacy is by defining constraints on the data at the moment 
that the data is provided, i.e., having the privacy constraints defined at the source 
level. There are multiple ways one can achieve this goal. One is to leverage UML or 
some language among those used extensively in the requirements engineering com-
munity, for instance, i* [18]. These languages are expressive enough, but hard to use, 
and due to the fact that they have been to a large extend ignored by modeling tech-
niques, their integration into a data management solutions is not an easy task. An 
alternative option is to model the PLAs in terms of meta-data that accompany the data 
and controls its access and use. The advantage of this approach is the metadata can be 
easily defined and can accompany the data throughout transformations [17]. The 
meta-data can be part of the data model, typically as data annotations [19][20].  

Business 
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BI-accessible data

Data filter/ 
anonymization

Source-BI 
PLA

Source data

Data provider 
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(a) Handling PLAs at the source level (b) Privacy metadata assigned to 
sensitive data

Prescriptions

Patient Doctor Drug Disease Date

Alice Luis DH HIV 12/02/2007

Chris DV HIV 10/03/2007

Bob Anne DR asthma 10/08/2007

Math Mark DM diabetes 15/10/2007

Alice Luis DR asthma 15/04/2008

... ... ... ... ...

Policies

Patient ShowName ShowDisease

Alice yes no

Bob yes no

Math no no

Chris yes yes

... ... ...

 

Fig. 2. PLAs at the data source level 

A solution we are currently developing [21] is the use of intensional associations 
between data and metadata. The idea is that metadata is stored in completely different 
tables from the data. Since no modification is required on the data, no disruption of 
the existing systems functionality occurs. Furthermore, the privacy requirements data 
can be of any level of structural richness and complexity since it is not accessed by 
the existing data source applications. The association between the data and metadata 
is specified in the form of generic queries that serve as intentional descriptions. For 
instance, the aforementioned privacy restriction may be implemented by a query that 
selects among all the patients in the database those that have been diagnosed HIV-
positive. The advantage is that if a new HIV patient is inserted in the database, for 
instance, his/her data is automatically associated to the aforementioned privacy re-
striction without any need for additional modification.  

A different approach is the exploitation of the notion of views. In particular, to dis-
allow access to the base tables but define views on top of them with different permis-
sions and operators in each one. The use of views has the additional advantage that it 
can combine information that is distributed across different tables, thus defining pri-
vacy restrictions on the integrated information would have never been possible by 
defining restrictions on the individual base tables [5].  
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Alternatives or complements to the use of views as an access control mechanism 
include automatic query rewriting techniques, such as those found in commercial 
databases like Oracle Virtual Private Database (VPD) or in the Hippocratic Database 
(HDB) [2]. Apart from controlling the access to the data, the data delivered to BI 
providers may additionally undergo a data anonymization procedure that eliminates 
sensitive data that could be used to drill down from the provided data to the data of an 
actual individual (Figure 2(a)). Known anonymization techniques are those based on 
k-anonymity [12] or l-diversity [9]. 

An important issue that needs to be decided when privacy requirements are defined 
at the source level is how the privacy requirements are used. On one hand, the data 
source can restrict access to its data one when that access does not violate the privacy 
restrictions. In other words, the source is responsible for ensuring the PLA compli-
ance. On the other hand, the source can expose to the BI provided all its data, but 
provide along with the data the PLA. In that case the BI provider will be responsible 
for the privacy enforcement, but the source will have no control over it. The choice 
depends on the level of trust to the BI provider. However, experience with real sce-
narios has shown that the decision is typically based on the IT skills at the data 
source, with smaller organizations always going for the first option. 

A different challenge when defining privacy at the source level is to decide the lev-
el of privacy that is needed and to explain to the source owner the privacy require-
ments. Typically, the managers in charge of privacy are unaware of the details and the 
meaning of the data in the tables, something that is very often true even for the IT 
personnel. Furthermore, the schema may be too complex and may make difficult to 
understand which requirements to model exactly, and how. Furthermore, there is 
always the risk of “over-engineering” the requirements, i.e.,  while the source may 
have a large and complex database, the BI provider may only need a part of that in-
formation and for a limited use.  

4   Privacy Requirements Engineering at the Warehouse  

Instead of defining the privacy requirement at the source level, an alternative is to do 
so at the warehouse level, i.e., in terms of the data warehouse (DWH) schema and 
ETL operations. As shown in Figure 3(a), the implementation of PLAs at the 
DWH/ETL level occurs via meta-data in the DWH and annotations on the ETL pro-
cedures that feed the data warehouse. Typically, but not necessarily, before loading 
the actual warehouse and in order to reduce the complexity of ETL, data is extracted 
from the data sources and stored in a so-called staging area .  

Metadata can also be used here to allow the specification of privacy restrictions 
over tables, rows, or fields, joins or aggregations. Techniques for modeling fine-
grained authorizations in data cubes can also be used [14]. Restrictions on data dis-
ambiguation, correction, and cleaning procedures, can be expressed as annotations to 
the ETL flows, or to high level views of such flows. Figure 3(b) illustrates how PLAs 
associated with the ETL procedures can restrict the operations that are allowed on the 
source tables. 
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DD 50
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DH 60
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... ...

Prescriptions

Patient Doctor Drug Disease Date

Alice Luis DH HIV 12/02/2007

Chris DV HIV 10/03/2007

Bob Anne DR asthma 10/08/2007

Math Mark DM diabetes 15/10/2007

Alice Luis DR asthma 15/04/2008

... ... ... ... ...

 

Fig. 3. PLAs at the DWH and ETL level 

Specifying privacy at the DW level has certain advantages as opposed to specyfing 
it at the source. First, the schema is typically easier to understand, and second, the risk 
of over-engineering is reduced as the source owner can clearly see which data is used 
and in which form is stored. By having the restrictions directly on the warehouse data 
and the ETL, the source owners are guaranteed that the data warehouse schema, 
though which only their data can be exposed to others, is guaranteed to preserve the 
privacy. Furthermore, restrictions can be posed also on the ETL processes performed 
by the warehouse. This allows the BI provider to explain all the ways in which the 
user’s information is used and explicitly ask for permission. The malicious approach 
of hiding these issues relying on the owners’ lack of knowledge of the possible uses 
of the information does not pay in the long run. 

Related work has focused mostly on privacy-preserving data integration [6][7], 
whose usage, in the case of ETL, for instance, may indeed be part of the requirements. 
Also, data perturbation may be used to modify the data in input, adding noise in such 
a way that the statistical distribution and the patterns of the input data are preserved 
and the quality of aggregate reports or mined results is not compromised, even if 
derived from altered data [13]. Cryptographic techniques can be used to scramble the 
data, again without compromising the possibility of computing aggregates or mining 
data [13].  

Both the task of eliciting privacy requirements with the source owners and later 
testing PLAs once they have been agreed upon can be supported by provenance or 
lineage techniques, that capture the origins of data [17] and facilitate privacy and 
compliance management. Specifically, provenance traces the necessary meta-data 
required in compliance checking (i.e., auditing) to understand the data transforma-
tions. Widom focuses on lineage and uncertainty in Trio [15] and on non-annotation-
based lineage for ETL transformations in [8]. The work described in [1] instead  
proposes an annotation-based approach to provenance in which elements at the 
sources (tables, rows, fields) are referred to by means of unique identifiers and prove-
nance annotations (where-provenance) is propagated along transformations like copy, 
insert, and update, commonly used in curated databases (databases maintained via a 
large amount of manual labor). The previous works are not specific to the problem of 
privacy metadata, but nonetheless they provide techniques that could easily be 
adapted to our outsourced BI context.   
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A limitation of defining PLAs at the data warehouse level is that one needs to ex-
pose the data warehouse schema to the source owners. More than a confidentiality 
problem, the challenge here is that the data warehouse is the result of significant data 
processing and it may be difficult to present and explain to owners the meaning of the 
various terms – as in all integration problems one of the key challenges is understand-
ing what the various fields mean. Furthermore, we notice that the problems discussed 
for modeling PLAs at the source level (e.g., complexity and over-engineering) are 
reduced, but yet not eliminated. 

5   Privacy Requirements Engineering on Reports 

As discussed, collecting privacy requirements in form of privacy metadata associated 
with either the source data or the warehouse data and ETL procedures demands sig-
nificant expertise from the source owners. Engineering privacy requirements directly 
on the actual reports, instead, hides implementation details and allows the source 
owners to see exactly which information is shown to which user. It is therefore much 
easier for them to discuss and define PLAs as annotations on the reports themselves 
(Figure 4 (a)), typically in terms of which reports are allowed. We have experienced 
that fact that an interactive discussion of final reports with the data source owners 
enhances the mutual understanding and enables the BI provider to elicit a complete, 
precise, and easily testable and auditable set of privacy requirements. Testability is 
particularly important as source owners, auditors, and BI providers can (relatively) 
easily detect if development and executions are not compliant with the PLAs. Fur-
thermore, there is no risk of over-engineering, i.e., only the PLAs that are actually 
needed are specified.  

Drug consumption

Drug Consumption

DH 20

DV 28

DR 89

DM 2

... ...

Prescriptions

Patient Doctor Drug Disease Date

Alice Luis DH HIV 12/02/2007

Chris DV HIV 10/03/2007

Bob Anne DR asthma 10/08/2007

Math Mark DM diabetes 15/10/2007

Alice Luis DR asthma 15/04/2008

... ... ... ... ...

 

Fig. 4. PLAs at the report level 

Defining privacy on the reports does not make us exempt from defining PLAs also 
based on how data is used during transformation. In addition, it is important to show 
on the reports where each report data item comes from, and what happens when the 
same data element can be obtained from multiple sources. The interaction between the 
BI provider and the data source can be assisted by a privacy requirements elicitation 
tool with a simple graphical user interface (GUI), which enables the BI provider to 
explain the provenance of each data element and the transformations/integrations it 
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goes through. Privacy requirements will then be collected and formalized directly in 
the tool by annotating reports and provenance schemes. An intuition of how meta-
reports can be annotated is given in Figure 4(b). In general, annotations can include i) 
who can access a certain attribute, ii) what are the aggregation requirements on a table 
(how many base elements should be present before the aggregation), iii) anonymiza-
tion requirements on an attribute, iv) join permissions/prohibitions, that is, the per-
mission or prohibition to join information from multiple data sources (even belonging 
to the same owner) and v) integration permission, that is, the permission to use infor-
mation to clean/resolve data from other owners. These requirements can be again 
expressed in intensional form, and in fact sometimes it is necessary to do so as they 
are instance specific. For example, a PLA may express that in a patient-related col-
umn, medical examinations results can be shown only for patients that are not HIV 
positive. HIV can be a separate column in the same report that is used only for pur-
poses of defining PLAs, even if it is not made visible to users. 

On the negative side, this approach has two main limitations: the first is that we 
need to share with the source owners the reports we deliver to users. The second is 
that the evolutionary nature of the reports themselves makes PLAs less stable. This is 
due to the fact that collected requirements are defined on each specific report, thus 
losing their validity with the evolution of the report. Furthermore, interactions and 
agreements with source owners are needed each time a new report is defined. This can 
be a significant limitation as the number of reports in a BI application is very high 
(having dozens or even hundreds of reports is common even in relatively small appli-
cations) and as some BI solutions also give users the ability to create new reports.  

To overcome these drawbacks, we use PLA meta-reports in the discussion with the 
data sources, instead of concrete instances of individual reports. Meta-reports repre-
sent tables or views over the data warehouse that contain data that can be used to 
define reports. As depicted in Figure 4(a), we envision that the BI provider will dis-
cuss such meta-reports directly with the source owners. Meta-reports are also a subset 
of the actual reports. The idea is that they constitute an intermediate step between  
the complexity and stability of the data warehouse, and the simplicity and volatility of 
the final reports (Figure 5). Meta-reports typically contain wide tables that contain the 
same information used to populate the final reports. Notice that the meta-reports are 
intended to facilitate PLA definitions. In general they are not expected to be material-
ized or to be used as intermediate steps in the generation of the actual reports.  
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Fig. 5. PLA definition at different levels of abstraction 
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Once meta-reports are approved by the data sources they will be used not only as a 
reference for the implementation of privacy requirements compliant ETL procedures 
but also as a set of test cases on which the design of the cleaning and reporting activi-
ties could be tested before they are actually put in operation on the real data.  

Each time a new report is created or an existing one is modified, PLAs on the me-
ta-reports are used to determine if the new report is privacy-compliant. This can be 
often done easily as the reports can, at least conceptually, be expressed as a subset or 
view over a meta-report. 

One of the main challenges in the development of meta-reports for the elicitation 
of privacy requirements is the identification and implementation of a minimal yet 
exhaustive set of meta-reports that is able to provide for the necessary flexibility to 
cope with a continuously changing set of final reports without requiring a new elicita-
tion of requirements. It is further crucial to identify an adequate level of granularity 
for each of the meta-reports, so as to be able to elicit requirements that are precise 
enough to derive compliant reports from them, but still immediately understandable 
by the data source, in order to prevent misunderstandings. In other words, the design 
challenge here is how many meta-reports to define and how close they should be to 
the complexity of the data warehouse or the simplicity of the reports. At one extreme, 
the data warehouse can be viewed as a particularly complex case of meta-reports or 
universe, just like reporting tools allow the report universe to be the data warehouse 
itself. In fact, we can take this argument even further and observe that there is a con-
tinuum from the PLAs defined on the sources, data warehouse, meta-reports, and 
reports, going at increasing levels of simplicity and volatility of the PLA definitions. 

6   Discussion and Comparisons of the Proposed Solutions 

In this work we discussed various approaches to privacy requirements engineering. 
We described the problem of PLAs in outsourced BI applications, describing why the 
problem is important from a business perspective and challenging from a research 
point of view. We also emphasized the differences of this problem with respect to 
traditional privacy or access control problems. We believe this is still a research void, 
as we are not aware of systems in the BI arena where privacy policies are tested be-
fore they are put in operation in the system. Errors in capturing the intentions of the 
source owners and data providers with the definition and implementation of the pri-
vacy requirements are discovered only when the system is released and it is too late to 
avoid the disclosure of sensitive data. The problem is more and more pressing, though 
very often it is underestimated even by data owners, until the various issues and their 
complexity are made explicit to them.  

The work is in its infancy, with a number of fascinating research challenges wait-
ing to be addressed. These challenges range from defining languages and models for 
annotations and PLAs for BI applications, to identifying ways to support the genera-
tion of meta-reports, to defining methodologies for interacting with the source owners 
in order to quickly converge to a set of PLAs, to even methods for translating PLAs 
into internal data structures that can be used for automated privacy management sup-
port at design time or runtime.  
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