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Abstract. Managing uncertainty on the Semantic Web can potentially improve
the ontology mapping precision which can lead to better acceptance of systems
that operate in this environment. Further ontology mapping in the context of
Question Answering can provide more correct results if the mapping process can
deal with uncertainty effectively that is caused by the incomplete and inconsistent
information used and produced by the mapping process. In this paper we intro-
duce our algorithm called “DSSim” and describe the improvements that we have
made compared to OAEI 2006.

1 Presentation of the system

1.1 State, purpose, general statement

The problem of mapping two ontologies effectively and efficiently is a necessary pre-
condition to integrate information on the Semantic Web. In recent years different re-
search communities have proposed[1] a wide range of methods for creating such map-
pings. The proposed methods usually combine syntactic and semantic measures by in-
troducing different techniques ranging from heuristics to machine learning. While these
methods perform well in certain domains the quality of the produced mappings can dif-
fer from domain to domain depending on the specific parameters defined in the methods
e.g. tuning similarity threshold. Considering Question Answering systems like AQUA
[2, 3] which answers queries over heterogeneous sources described by their ontologies,
it is very important how its mapping algorithm performs in terms of mapping precision.
Our objective is to produce a method that does not depend on any fine tuned internal pa-
rameters for a specific domain or does not assume having large amount of data samples
a-priory for machine learning or Bayesian probability assessment[4]. Our hypothesis
is that the correctness of different similarity mapping algorithms is always heavily de-
pendent on the actual content and conceptual structure of these ontologies which are
different even if two ontologies have been created on the same domain but with dif-
ferent purpose. Therefore from the mapping point of view these ontologies will always
contain inconsistencies, missing or overlapping elements and different conceptualisa-
tion of the same terms which introduces a considerable amount of uncertainty into the
mapping process.



1.2 Specific techniques used

Our proposed method works with two ontologies, which contain arbitrary number of
concepts and their properties.

O1 = {C1, .., Cn;P1, .., Pn; I1, .., In}
O2 = {C1, .., Cm;P1, .., Pm; I1, .., Im}

where O represents a particular ontology, C, P and I the set of concepts, properties and
instances in the ontology.

In order to assess similarity we need to compare all concepts and properties from
O1 to all concepts and properties in O2. Our similarity assessments, both syntactic and
semantic produce a sparse similarity matrix where the similarity between Cn from O1

and Cm in O2 is represented by a particular similariy measure between the i and j
elements of the matrix as follows:

SIM := (si,j)n×m

1 ≤ i ≤ n and 1 ≤ j ≤ m

where SIM represents a particular similarity assessment matrix, s is a degree of
similarity that has been determined by a particular similarity e.g. Jaccard or semantic
similarity measure. We consider each measure as an ”expert” which assess mapping
precision based on its knowledge. Therefore we assume that each similarity matrix is a
subjective assessment of the mapping what needs to be combined into a coherent view.
If combined appropriately this combined view provides a more reliable and precise
mapping that each separate mapping alone. However one similarity measure or some
technique can perform particularly well for one pair of concepts or properties and par-
ticularly badly for another pair of concepts or properties, which has to be considered in
any mapping algorithm.

In our ontology mapping method we assume that each expert carries only partial
knowledge of the domain and can observe it from its own perspective where available
prior knowledge is generally uncertain and subjective. In order to represent subjective
probabilities in our system we use the Dempster-Shafer theory of evidence [7], which
provides a mechanism for modeling and reasoning uncertain information in a numerical
way, particularly when it is not possible to assign belief to a single element of a set of
variables. Consequently the theory allows the user to represent uncertainty for knowl-
edge representation, because the interval between support and plausibility can be easily
assessed for a set of hypothesizes. Missing data (ignorance) can also be modeled by
Dempster-Shafer approach and additionally evidences from two or more sources can be
combined using Dempster’s rule of combination. The main advantage of the Dempster-
Shafer theory is that it provides a method for combining the effect of different learned
evidences to establish a new belief by using Dempster’s combination rule.

The following elements have been used in our system in order to model uncertainty:



Frame of Discernment(Θ) :finite set representing the space of hypothesizes. It con-
tains all possible mutually exclusive context events of the same kind.

Θ = {H1, ...,Hn, ...HN} (1)

In our method Θ contains all possible mappings that have been assessed by the partic-
ular expert.

Evidence:available certain fact and is usually a result of observation. Used during
the reasoning process to choose the best hypothesis in Θ. We observe evidence for the
mapping if the expert detects that there is a similarity between Cn from O1 and Cm in
O2.

Belief mass function (m): is a finite amount of support assigned to the subset of Θ.
It represents the strength of some evidence and∑

A⊆Θ

mi(A) = 1 (2)

where mi(A) is our exact belief in a proposition represented by A that belongs
to expert i. The similarity algorithms itself produce these assignment based on differ-
ent similarity measures. As an example consider that O1 contains the concept ”paper”
which needs to be mapped to a concept ”hasArticle” in O2. Based on the WordNet we
identify that the concept ”article” is one of the inherited hypernyms of ”paper”, which
according to both JaroWinkler(0.91) and Jaccard(0.85) measure [8] is highly similarity
to ”hasArticle” in O2. Therefore after similarity assessment our variables will have the
following belief mass value:

−mexpert1(O1 {paper, article, communication, publication} ,

O2 {hasArticle}) = 0.85
−mexpert2(O1 {paper, article, communication, publication} ,

O2 {hasArticle}) = 0.91

In practice we assess up to 8 inherited hypernyms similarities with different algo-
rithms (considered as experts) which can be combined based on the combination rule
in order to create a more reliable mapping. Once the combined belief mass functions
have been assigned the following additional measures can be derived from the available
information.

Belief : amount of justified support to A that is the lower probability function of
Dempster, which accounts for all evidence Ek that supports the given proposition A.

beliefi(A) =
∑

Ek⊆A

mi(Ek) (3)

An important aspect of the mapping is how one can make a decision over how dif-
ferent similarity measures can be combined and which nodes should be retained as best
possible candidates for the match. To combine the qualitative similarity measures that
have been converted into belief mass functions we use the Dempster’s rule of combina-
tion and we retain the node where the belief function has the highest value.



Dempster’s rule of combination:Suppose we have two mass functions mi(Ek) and
mj(Ek′) and we want to combine them into a global mij(A). Following Dempster’s
combination rule

mij(A) = mi ⊕mj =
∑

EkEk′

mi(Ek) ∗mj(Ek′) (4)

where i and j represent two different experts.
The belief combination process is computationally very expensive and from an en-

gineering point of view, this means that it not always convenient or possible to build
systems in which the belief revision process is performed globally by a single unit.
Therefore, applying multi agent architecture is an alternative and distributed approach
to the single one. Our algorithm takes all the concepts and its properties from the dif-
ferent external ontologies and assesses similarity with all the concepts and properties in
the query graph.

1.3 Adaptations made for the evaluation

Our mapping algorithm which is originally based on multi agent architecture has been
re-implemented as a standalone mapping process which uses the common WordNet
dictionary which is considered more general knowledge then originally we assume in or
architecture. Originally our mapping process receives query fragments from the AQUA
system where the query fragments contain several concept names and their properties.
For the evaluation we modified our mapping process so we consider the individual
concept or property names as query fragments which contain less information about the
possible mapping then the query fragments that we originally receive from the AQUA
system.

Creating the particular ontology mappings in the context of question answering is
ideally an iterative process where the users are involved in the loop as well. In a real case
scenario the users pose different questions that contain both concepts and properties of
a particular domain. This information then can be used to query the different ontolo-
gies, create mapping between its concepts and properties that can be used to answer the
particular query. For the OAEI 2006[6] we have implemented an iterative closed loop
which creates the mapping without any human interaction. Based on this implementa-
tion we have modified our process for the OAEI 2007 which works as follows:

1. We take a concept or property from ontology 1 and consider (refer to it from now)
it as the query fragment that would normally be posed by a user. Our algorithm
consults WordNet in order to augment the query concepts and properties with their
hypernyms.

2. We take syntactically similar concepts and properties to the query graph from on-
tology 2 and build a local ontology graph that contains both concepts ans properties
together with the close context of the local ontology fragments.

3. Different similarity and semantic similarity algorithms (considered as different ex-
perts in evidence theory) are used to assess quantitative similarity values (converted
into belief mass function) between the nodes of the query and ontology fragment
which is considered as an uncertain and subjective assessment.



4. Then the similarity matrixes are used to determine belief mass functions which are
combined using the Dempster’s rule of combination. Based on the combined evi-
dences we select those mappings in which we calculate the highest belief function.

5. The selected concepts are added into the alignment.

The overview of the mapping process is depicted on figure 1.

Fig. 1. The iterative mapping process

In order to avoid a complex graph of relationships in the query and the ontology
fragments we need to define a reasonable limit on the number of hypernyms, which
are extracted from the WordNet. To define such a limit is also desirable when we carry
out the belief combination since all extracted terms represent a variable where each
similarity value needs to be combined with the Dempster’s rule of combination. The
combination rule implies that the problem space increases exponentially with the num-
ber of variables therefore the proper definition of this limit can considerably affect the
scalability of our system.

1.4 Link to the system and parameters file

http://kmi.open.ac.uk/people/miklos/OAEI2007/tools/DSSim.zip

1.5 Link to the set of provided alignments (in align format)

http://kmi.open.ac.uk/people/miklos/OAEI2007/results/DSSim.zip

2 Results

2.1 Benchmark

Based on the results of the benchmarks we have improved our algorithm compared to
the OAEI 2006 results in terms of recall. The improvement was achieved by introducing
instance level comparisons for the classes and properties. Nevertheless there is consid-
erable room for improvement since we did not achieve similar results compared to the
best performing systems for the tests 248-266 in terms of recall. The performance of



our algorithm has also been improved considering the execution time. In general the
benchmarks are excellent for improving the algorithm since we can calculate the recall
and precision any time which helps a lot evaluating the impact of a particular improve-
ment. This year we have tried to make use of the rdfs:label tags but it did not improve
the recall or precision.

2.2 Anatomy

The anatomy test has proved quite manageable considering the execution time. Dur-
ing our experiments our algorithm has always created the mappings within 2 hours.
We had to use the rdfs:labels for the comparison but we could not make use of the
oboInOwl:Synonym tags. The usage of the labels has introduced complexity retrieving
hypernyms from WordNet since it is quite challenging to split the label into terms that
can be used for querying the WordNet.

2.3 Directory

The directory test as well has been managable in terms of execution time. In general
the large number of small scale ontologies made it possible to verify some mappings
for some cases. The tests contain only classes without any labels but in some cases
different classes have been combined into one class e.g. “News and Media” which in-
troduces certain level of complexity for determining synomyms using any background
knowledge.

2.4 Food

The food test was extremely challenging due to the large number of concepts in the
ontologies. We had to split up the original files into 8 parts and carry out the map-
ping one by one. Additionally we have developed a SKOS parser which can create
smaller OWL chunks from the SKOS and run the mapping algorithm on it. As a re-
sult of this split we could not consider rdfs:subClassOf relationships between classes
since it cannot be guaranteed that we would find the super classes in the same ontology
chunk. The run time was around 1 week even though 2 parallel processors were used
to run the mapping algorithm. During the SKOS OWL conversion we did not consider
skos:ConceptScheme elements.

2.5 Environment

The environment test was the extension of the food test therefore it represented similar
complexity in terms of run time performance. Nevertheless the GEMET SKOS contain
smaller number of concepts compared to the food ontologies but we had to split up the
ontologies into 2 separate parts. This implies that the rdfs:subClassOf relations have
also not been considered which might have a negative impact on the mapping precision
and recall. The mapping was also carried out on 2 parallel processors and the run time
was around 2 days.



2.6 Library

The library test was also large therefore we also had to split it into 2 parts. The cumu-
lative run time was around 1 day. Additionally not all labels were available in English
therefore we have used the original Dutch labels. The implication is that we could not
determine hypernyms from WordNet which might impact our mapping precision nega-
tively.

3 General comments

3.1 Comments on the results

Most of the benchmark tests proved that when different similarity assessments have to
be combined handling uncertainty can lead to a high precision rate which is a definite
strength of our system. Another strength of our system is that the produced mappings
are not very dependent on the structure and hierarchy of the concepts and properties
in the ontology (see group 2xx). The reason is our mapping algorithm takes mainly
concepts (classes) and properties (object and data type) to capture the specific restric-
tions in the particular ontologies and converts them into directed graph fragments. As
a consequence our method is not heavily dependent on subclass, sub property, disjoint-
ness or equivalency relationships among classes and properties hence on the logical
constraints imposed by the ontology language itself. Additionally the query terms are
extended with their inherited hypernyms from WordNet so the uncertainty can be dis-
tributed sufficiently that can lead to a large number of possibly valid choices. However
since Dempser’s combination rule is computationally expensive operation we need to
reduce the problem space therefore the number of additional variables per query frag-
ment. This can lead to the loss of valuable information and consequently more irrelevant
mappings.

3.2 Discussions on the way to improve the proposed system

Based on the results we have identified the following improvement possibilities that can
further improve our system:

1. We need to consider Natural Language descriptions where available in the ontolo-
gies. This can lead to a definite improvement of precision for the particular map-
ping.

2. We need to further exploit the properties of the instances or individuals in the on-
tologies. This can lead to a definite improvement of recall for the particular map-
pings.

3. The possible application of additional multi lingual background knowledge can
provide added value for improving both recall and precision of the system.



3.3 Comments on the OAEI 2007 procedure

The OAEI procedure and the provided alignment api works very well out of the box
for the benchmarks, anatomy and directory tracks. However for the food, environment
and library track we have developed an SKOS parser which can be integrated into the
alignment api. Our SKOS parser convert SKOS file to OWL which is then processed
using the alignment api. Additionally we have developed a chunk SKOS parser which
can process SKOS file iteratively in chunks avoiding memory problems.

3.4 Comments on the OAEI 2007 test cases

We have found that most of the benchmark tests can be used effectively to test various
aspects of an ontology mapping system since it provides both real word and gener-
ated/modified ontologies. The ontologies in the benchmark are conceived in a way that
allows anyone to clearly identify system strengths and weaknesses which is an impor-
tant advantage when future improvements have to be identified. However, our system
did not perform as well as we first expected probably due to the fact that most of the
classes and properties in the ontologies are organized in a rather flat hierarchy so in our
system the semantic similarity component did not influence the overall mappings con-
siderably. However, in order to make use of a large group of tests (248-266) our system
had to consider individuals or instances of the classes.

3.5 Comments on the OAEI 2007 measures

For our system the precision measure was the most important of all because this gives
us the possibility to draw constructive conclusions on how the uncertainty handling can
influence the precision of the system. The additional measures like recall and fallout
can be used effectively for identifying where do we need to make further improvements
in our system.

3.6 Proposed new measures

Besides the traditional measures it would be useful as well to introduce a measure that
expresses the difficulty to create the particular mapping. E.g. there is a considerable dif-
ference in the level of difficulty between creating mapping with the reference ontology
itself (101 to 101) and real word ontology (101 to 304). Additionally this measure then
could be used to assess the how the particular system can handle mappings that involves
complex comparison operations.

4 Conclusion

Based on the experiments of both the OAEI 2006 and 2007 we had a possibility to
realise a measurable evolution in our ontology mapping algorithm and test it with 6 dif-
ferent mapping tracks. Our main objective to improve the mapping precision with man-
aging the inherent uncertainty of any mapping process and information in the different



ontologies on the Semantic Web can only be achieved if different mapping algorithms
can be qualitatively compared and evaluated. Therefore participating in the Ontology
Alignment Evaluation Initiative is an excellent opportunity to test and compare our sys-
tem with other solutions and helped a great deal identifying the future possibilities that
needs to be investigated further.
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Appendix: Raw results

Matrix of results



# Name Prec. Rec. Time
101 Reference alignment 1 1 00.00.10.37
102 Irrelevant ontology 0 NaN 00.00.03.57
103 Language generalization 1 1 00.00.03.76
104 Language restriction 1 1 00.00.03.09
201 No names 1 0.16 00.00.03.16
202 No names, no comments 1 0.16 00.00.05.12
203 No comments 1 1 00.00.04.92
204 Naming conventions 0.96 0.91 00.00.03.23
205 Synonyms 0.94 0.33 00.00.03.44
206 Translation 0.97 0.39 00.00.04.38
207 0.97 0.39 00.00.04.36
208 0.95 0.9 00.00.04.18
209 0.91 0.32 00.00.03.19
210 0.97 0.39 00.00.04.26
221 No specialisation 1 1 00.00.04.15
222 Flatenned hierarchy 1 1 00.00.02.88
223 Expanded hierarchy 1 1 00.00.02.98
224 No instance 1 1 00.00.03.06
225 No restrictions 1 1 00.00.02.85
228 No properties 1 1 00.00.02.98
230 Flattened classes 0.97 1 00.00.01.59
231 Expanded classes 1 1 00.00.03.17
232 1 1 00.00.02.95
233 1 1 00.00.02.85
236 1 1 00.00.01.60
237 1 1 00.00.01.60
238 1 1 00.00.02.88
239 0.97 1 00.00.03.01
240 0.97 1 00.00.01.70
241 1 1 00.00.01.75
246 0.97 1 00.00.01.62
247 0.97 1 00.00.01.68
248 1 0.16 00.00.01.75
249 1 0.16 00.00.04.50
250 1 0.27 00.00.04.39
251 1 0.17 00.00.01.75
252 1 0.16 00.00.04.50
253 1 0.16 00.00.04.74
254 1 0.27 00.00.04.41
257 1 0.27 00.00.01.70
258 1 0.17 00.00.01.68
259 1 0.16 00.00.04.37
260 0.9 0.31 00.00.04.63
261 1 0.27 00.00.01.92
262 0.9 0.31 00.00.01.70
265 0.8 0.24 00.00.01.70
266 0.82 0.3 00.00.01.92
301 Real: BibTeX/MIT 0.85 0.6 00.00.03.44
302 Real: BibTeX/UMBC 0.85 0.8 00.00.02.69
303 Real: Karlsruhe 0.96 0.92 00.00.04.12
304 Real: INRIA 0.98 0.64 00.00.03.03


