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AgreementMaker
Ontology Matching System

• Outputs agreements (mappings)
• Built for domain experts
• Triple focus

– Matching methods
• Wide range of automatic methods and their combination

– Evaluation techniques
• Comparison with “gold” standards and “inherent” quality measures

– User interface
• Supports all methods (manual, automatic, and semi-automatic) and

evaluation techniques

• Extensible architecture
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Multi-purpose User Interface
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Extensible Architecture

Matcher’s structure

Overall architecture

Specific focus!
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Mappings Selection Module
• Input:

– the similarity matrix M
– a threshold value th ∈ [0,1] (e.g., 0.7)
– the source and target cardinality constraints sc-tc (e.g., 1-1, n-m, n-∗, ∗-∗)

• Output: a set of mappings N that
– maximizes the overall similarity of the selected mappings
– satisfies threshold and cardinality constraints
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1-1 Matching Optimization Problem

Even a simple scenario can be tricky!
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• This is an optimization problem!
– Namely, the Assignment Problem

• Combinatorial methods are typically adopted
– e.g., Hungarian Method O(|M|3) (too slow)
– not feasible on large ontologies because of memory usage
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Run the Shortest
Augmenting Path
Algorithm (LEDA)

Cut edges with 
weights lower 

than the threshold

Our Approach
• Reduce the 1-1 Mappings Selection problem to the

Maximum Matching in a Weighted Bipartite Graph
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• Experimentally shown to be better
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MWBM vs. Hungarian Method 1/2
• Significant improvement in execution time
• Efficient memory usage

– with 1GB limit of memory the Hungarian Method won’t work
on 3500x3500 matrices
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MWBM vs. Hungarian Method 2/2

• Performances improve when the threshold value increases
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Linear Weighted Combination Matcher
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Linear operation
• Max

• Min

• Average

Can we trust the similarities
computed by any matching
method? Wrong similarities
should be ignored
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Identifying Unreliable Similarity Values
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0.00.00.01. The matching method compares features that are not available in
the ontologies (e.g., label comparison of non-labeled ontologies)
⇒ all 0 similarity values

2. The matching method compares meaningless features (e.g.,
string comparison of numeric identifiers) ⇒ random similarity
values

3. The matching method compares features that are identical for all
concepts (e.g., structural comparison of non-hierarchical
ontologies) ⇒ all 1 similarity values

4. All of the above: the matching method performs differently for
each concept
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Local-Confidence Evaluation
• A local estimation of the reliability of the similarity values
• For each source concept c, given the similarity matrix M, the set of

target concepts T, and the target concepts mapped to c mM(c), then:
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A Practical Example: OAEI 2009

• BSM: Base Similarity Matcher
• PSM: Parametric String-based

Matcher (substring + edit-dist)
• VMM: Vector-based Multi-term

Matcher (TF-IDF + Cosine sim)

• LWC: Linear Weighted Combination
(local-confidence weighting scheme)

• DSI: Descendant’s Similarity
Inheritance (structural)

• WordNet/UMLS: Dictionaries (lexical)
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Results of the Anatomy Track
• Mapping the adult mouse anatomy ontology (2744 classes)

to the NCI thesaurus of the human anatomy (3304 classes)
• The AgreementMaker ranked second among ten systems

1st in Precision, improved execution time5thUse a Partial Reference#4
1st also in Recall+1stMaximize Recall#3

0.006 distance from 1st, 1st in F-measure2ndMaximize Precision#2
1st in Recall and Recall+2ndMaximize F-measure#1

Additional AchievementsRankGoalTrack
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Results of the Conference Track
• Mapping 15 ontologies dealing with conference organization
• The AgreementMaker ranked first among seven systems with a

threshold cutting of 75% and second with no threshold cutting
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