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Abstract. The AgreementMaker system is unique in that it features a powerful
user interface, a flexible and extensible architecture, an integrated evaluation en-
gine that relies on inherent quality measures, and semi-automatic and automatic
methods. This paper describes the participation of AgreementMaker in the 2011
OAEI competition in four tracks: benchmarks, anatomy, conference, and instance
matching. After its successful participation in 2009 and 2010, the goal in this
year’s participation is to explore previously unused features of the ontologies in
order to improve the matching results. Furthermore, the system should be able
to automatically adapt to the matching task, choosing the best configuration for
the given pair of ontologies. We believe that this year we have made considerable
progress in both of these areas.

1 Presentation of the system

We have been developing the AgreementMaker system since 2001, with a focus on real-
world applications [5,9] and in particular on geospatial applications [4,6,8,10,11,12,13,15].
However, the current version of AgreementMaker, whose development started in 2008,
represents a whole new effort. The code base has more than doubled since then, with
the AgreementMaker framework being expanded to accomodate many types of ontol-
ogy matching techniques.
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1.1 Purpose and state of the system

The AgreementMaker system [1,2,3,7] is an extensible ontology matching framework
that has been expanded to include many types of matching algorithms in order to handle
many different matching scenarios. At the heart of the system is its ability to efficiently
combine the results from several matching algorithms into one single and better re-
sult [2]. This capability allows us to focus on developing new matching algorithms and
later combine them with our existing approach in order to improve our results.

2 Schema Matching Techniques Introduced in OAEI 2011

As compared to previous years, we have introduced several matching techniques in
order to improve our matching algorithms.

2.1 Automatic Configuration Selection via Ontology Profiling Metrics

The AgreementMaker system can be run with different configurations that optimize
the system accuracy and coverage depending on the specific ontologies to be aligned.
Changing the composition of the matcher stack (e.g. an instance matcher is used only
when instances are available) has a high impact on the system performance. We devel-
oped an approach to adaptively optimize the configuration of AgreementMaker depend-
ing on the ontologies to be aligned.

The approach we adopted can be sketched as follows: the ontologies to be aligned
are profiled using several metrics proposed in the literature (e.g. relationship richness,
inheritance richness, WorldNet coverage and so on [16] ). The metric-based profiles are
used to automatically classify the matching task into a configuration class with specific
settings. The classification is based on a supervised machine learning framework trained
with a subset of the OEAI dataset for which a reference alignment is available.

Our learning framework is very flexible: we can use many combinations of matchers
and parameters, various types of classifiers (KStar, Naive Bayes, Multilayer Perceptron
etc.) and new metrics. The experimental results show that the use of the automatic
configuration methods improved the overall performance of AgreementMaker in the
competition. In particular, in this paper we show the importance of this method for the
significant improvements we achieved in the Benchmark and Conference tracks. The
new AgreementMaker ’s matching process follows the steps represented in Figure 1:
the ontology pair to be matched is classified by the ontology-profiling algorithm; based
on the classification, a run configuration is created, and an ontology matching algorithm
is instantiated to create an alignment.

Fig. 1. AgreementMaker OAEI2011 Automatic configuration selection.



2.2 Lexicon Expansion via a Mediating Ontology

Fig. 2. Using a mediating on-
tology.

One approach to matching two domain specific ontologies
is to use a third ontology from the same domain as a me-
diating ontology, with the mediating ontology to provide
missing information relevant to the matching task. Shown
in Figure 2, the source and target ontologies, OS and OT

respectively, are first matched with the mediating ontology
OM . Mappings between the source and target ontologies
are then created based on the distance between the con-
cepts in the mediating ontology to which they have been
mapped previously.

For the specific problem of matching the Mouse Anatomy ontology to the Human
Anatomy ontology a successful approach has been to use the UBERON cross species
anatomy ontology as a mediating ontology [14]. We have adapted this approach to
our lexicon framework, using the BSM lex to match the MA and HA ontologies with
UBERON thereby making use of the extra synonyms defined in UBERON.

2.3 Extension of Synonyms

This strategy relies on synonyms defined in the OWL ontology itself, currently via the
hasRelatedSynonym property, to generate a lexicon of synonym terms (single or
multi-word terms). This is done by finding common terms between ontology synonyms
to infer synonyms terms.

For example, in the Human Anatomy ontology, the concept NCI C12275 (“Maxil-
lary Sinus”) has the synonyms “Antrum, Maxillary” and “Sinus, Maxillary”. Our algo-
rithm infers that “sinus” and “antrum” are synonyms as well without any external refer-
ence. These synonym terms are then used to create novel synonyms, by interchanging
terms in existing synonyms and labels with their synonymous term.

2.4 Alternate Hierarchy Support

In addition to the subclass hierarchy defined as part of the OWL ontologies of the
Anatomy track, there is also a “part of” hierarchy defined using the UNDEFINED part of
property. Taking into account this hierarchy in the VMM lex increases the percision and
recall of the matching algorithm.

3 Results

In this section, we present the results obtained by AgreementMaker in the OAEI 2011
competition. It participated in four tracks: benchmarks, anatomy, conference, and in-
stance matching. Tests were carried out on a PC running Ubuntu Linux 10.04 with
AMD AthlonTM II X4 635 processor running at 2.9 Ghz and 8 GB RAM.

3.1 Link to the system and parameters file

The AgreementMaker system is available at http://agreementmaker.org/. The
matching algorithm we used is implemented in the “OAEI 2011 Matcher” algorithm, in
the “Hybrid” category. The alignment results obtained by AgreementMaker in the OAEI
2010 are available at http://agreementmaker.org/oaei.

http://agreementmaker.org/
http://agreementmaker.org/oaei


3.2 Benchmarks Track

Benchmarks Track Results In this track, a source ontology is compared to 111 on-
tologies that describe the same domain which can be divided into 3 categories: concept
tests cases (1xx cases), systematic tests cases (2xx cases), and real ontology test cases
(3xx cases). The 2xx benchmarks test cases are subdivided into 3 groups: 1) 201 to 210,
2) 221 to 247 and 3) 248 to 266. As shown in the Table 1, our results are very good in
all the tracks, due to the use of a combination of properties (lexical, structural, syntac-
tic, etc.) to match the ontologies. We are able to perform well even if only one of these
properties is available for comparison.

101-104 201-210 221-247 248-266 301-304 H-Mean
Precision 1.00 1.00 0.98 0.96 0.90 0.97
Recall 1.00 0.95 0.99 0.66 0.85 0.87
F-Measure 1.00 0.97 0.99 0.76 0.87 0.91

Table 1. Results of AgreementMaker in the Benchmarks track of the OAEI 2011 competition.

101-104 201-210 221-247 248-266 301-304 H-Mean
Precision 2010 0.98 0.97 0.95 0.96 0.88 0.95
Precision 2011 1.00 1.00 0.98 0.96 0.90 0.97
Recall 2010 1.00 0.90 0.99 0.74 0.53 0.79
Recall 2011 1.00 0.95 0.99 0.66 0.85 0.87
F-Measure 2010 0.99 0.94 0.97 0.82 0.61 0.84
F-Measure 2011 1.00 0.97 0.99 0.76 0.87 0.91

Table 2. Comparison of the results in the 2010 and 2011 OAEI Benchmarks track.

Benchmarks Track Comments Although we improved our results with respect last
year in almost all the tasks, we are particularly satisfied of our improvements on the
third group (301-304). This is because the goal of our system and of the matching meth-
ods we are using is to improve the performance on real ontology test cases. A detailed
comparison between the results achieved in the 2010 and 2011 competitions is shown
in Table 2. One of the main reasons for our improvements is the new automatic config-
uration method we introduced. In fact, the matching tasks of the Benchmark track are
very diverse in order to test several aspects of automatic matching methods; therefore,
when the user has to manually select only one configuration, she selects the configura-
tion that obtains the best average results on the whole set of matching tasks, but such
a configuration cannot be assumed to be the best one for each individual task. Instead,
thanks to the new automatic configuration method, the system automatically select the
best configuration for each individual matching task.

3.3 Anatomy Track

Anatomy Track Results This track consists of two real world ontologies to be matched,
the source ontology describing the Adult Mouse Anatomy (with 2744 classes) and
the target ontology is the NCI Thesaurus describing the Human Anatomy (with 3304



classes). This year, the reference alignment is available for this track, which allowed
us to have instant evaluation of our improvements, greatly reducing our development
time. As shown in Table 3, we have been able to consistently make improvements to our
matching algorithms. A large part of these improvements has been increasing the recall
by leveraging external sources, including WordNet and other anatomy ontologies. We
have also been able to improve precision by managing a finer grained control of our
combination algorithms.

Anatomy Track Runtime Precision Recall F-Measure
2009 ≈23 min 86.5% 79.8% 83.1%
2010 ≈5 min 90.3% 85.3% 87.7%
20111 ≈7 min 95.4% 88.4% 91.8%

Table 3. Comparison of previous results with this year’s results.

Anatomy Track Comments This year we have been able to further increase precision
and recall by using the UBERON multi-species anatomy ontology as a mediating ontol-
ogy, an approach demonstrated by others at the International Conference for Biomedical
Ontology [14], by extending our lexicon synonyms using synonym terms, and by using
the part-of hierarchy in our matching algorithms . Improvment of our algorithms capa-
bility to correctly discern relevant concept information allowed us to increase precision
by over 5% and was achieved by combining more similar matching algorithms first and
using those combined results for the final combination.

3.4 Conference Track

Manual Config. 2010 Manual Config. 2011 Automatic Config. 2011
Precision 0.53 0.83 0.71
Recall 0.62 0.45 0.62
F-Measure 0.58 0.56 0.64

Table 4. Results achieved by AgreementMaker in the 2011 OAEI conference track.

Conference Results The conference track consists of 15 ontologies from the confer-
ence organization domain and each ontology must be matched against every other ontol-
ogy. We ran our algorithms on all the matching tasks and evaluated precision, recall and
F-measure using the 21 provided reference alignments. We then computed an average
of these measures, summarized in Table 4. Precision, recall and F-measure obtained us-
ing the automatic configuration method introduced in section 2.1 are compared with the
results achieved with the manual configuration of the system used in OAEI 2010 and in
OAEI 2011. AgreementMaker significantly improved on F-measure by optimizing the
trade-off between precision and recall.

Conference Track Comments Some of the matching algorithms that we used in the
OAEI 2010 competition underwent minor changes and improvements this year. As a
consequence, when we manually defined a configuration of the system, we were able to
achieve a significant gain in precision in this particular track but at the cost of a lower



recall (which explains why F-measure decreases in the Conference 2011 track when a
specific configuration is manually selected). However, the capability to automatically
configure the system depending on the input ontologies, allows to achieve a very good
trade-off between precision and recall, with a sizable gain of 6% on the average F-
measure with respect to the best results we obtained last year.

4 Instance Matching

Fig. 3. Instance matching configuration.

Differently from our 2009 and 2010 par-
ticipations, we also entered the Instance
Matching track at OAEI 2011. While
our matchers were previously developed
specifically for working at the schema
level, we adapted our system to deal with
instances. We decided to focus on the
Data Interlinking sub-track, which con-
sists of recreating the links from New
York Times data to Freebase, DBPedia,
and GeoNames.

We found this track particularly in-
teresting and challenging, since it entails
the following new problems: a) datasets
are very large and not easy to wholly re-
trieve and work with, b) endpoints and
APIs have to be queried online in order to
get up-to-date information, c) these ser-
vices provide data in different formats,
and d) the source datasets (New York Times) do not have a schema associated with
them so we cannot rely on traditional ontology matching to create schema level map-
pings.

All of the tasks of this track of the competition are characterized by the presence of
a large amount of data. Therefore every instance in the source cannot be compared with
every other in the target. We faced the problem of deciding how to reduce the number
of comparisons, trying to minimize the loss in recall. Our solution consists of doing a
lookup using the label of the instance, the type (when provided), and querying against
an index which returns a reasonable number of candidate target instances.

We think this choice is very appropriate for several reasons: a) many SPARQL end-
points and APIs implement indexing which permits to get very fast answers to keyword
lookups, b) the online version of these Knowledge Bases is always richer and more up
to date with respect to downloadable versions, and c) we can query multiple Knowledge
Bases at the same time in a parallel fashion.

Once we query the online service and obtain the results, we compute a similarity
between the source instance and the candidate instances. These values are then used to
rank the candidates and eventually select the best one. Reusing some of the techniques
we have implemented for the other ontology matching tracks, we use different matchers



Source Target Types Precision Recall F-Measure
NYT Freebase People 0.966 0.950 0.958
NYT Freebase Locations 0.884 0.811 0.846
NYT Freebase Organizations 0.873 0.735 0.798
NYT GeoNames Locations 0.902 0.797 0.846
NYT DBPedia People 0.977 0.801 0.881
NYT DBPedia Locations 0.790 0.612 0.690
NYT DBPedia Organizations 0.840 0.667 0.744
Average 0.890 0.768 0.823
Harmonic Mean 0.886 0.754 0.815

Table 5. Results of AgreementMaker in the Instance Matching track.

that compare several features about the instances, and then combine their outputs in
order to give a final alignment.

The main features we use for comparison are: a) labels using a substring similarity,
b) comments and other literals using a Vector Space Model approach, c) RDF State-
ments considering property-value pairs, and d) the score values returned by the lookup
services (e.g. Freebase API, Apache Lucene score).

4.1 Instance Matching Results

The Data Interlinking sub-track of the Instance Matching at OAEI 2011 competition
is composed of seven tasks. The source dataset is always the New York Times, while
there are 3 different targets: Freebase, GeoNames, and DBPedia. The results obtained
by AgreementMaker in the Instance Matching track are summarized in Table 5, showing
precision, recall and F-measure for every matching task.

4.2 Comments about the Instance Matching results

The results are very good and encouraging. Both the average and the H-mean F-measure
are over 81%. Our system performs slightly better in Freebase than in DBPedia match-
ing, because the lookup service of the former returns fewer and more precise candi-
dates. Therefore, the disambiguation task is easier when working with Freebase data.
On GeoNames the result is very good thanks to the use of some shared properties
(geo:long, geo:lat) between the datasets.

5 Conclusions

In this paper we presented the results of the AgreementMaker system for aligning on-
tologies in the OAEI 2011 competition in the four tracks in which it participated: bench-
marks, anatomy, conference, and the data interlinking sub-track. We believe that while
our results are very good already, ongoing research can lead to further improvements.
The tracks of the OAEI have always been a challenge and have been a relevant measure
of quality among matching systems. In order to uphold this standard, we believe that
current matching tasks should be expanded to encompass the changing nature of the on-
tologies being used on the Semantic Web. More specifically, matching large ontologies
(more than 50,000 concepts) and focusing on more linked open datasets are important
directions to explore in the near future.
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