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Abstract. This paper summarizes the results of the first participation of Maas-
Match in the Ontology Alignment Evaluation Initiative (OAEI) of 2011. We pro-
vide a brief description of the techniques that have been applied, with the em-
phasis being on the application of virtual documents and information retrieval
techniques in order effectively utilize linguistic ontologies. Also, we discuss the
results achieved in the tracks provided under the SEALS modality: benchmark,
conference and anatomy.

1 Presentation of the system

1.1 State, purpose, general statement

Sharing and reusing knowledge is an important aspect in modern information sys-
tems. Since multiple decades, researchers have been investigating methods that facil-
itate knowledge sharing in the corporate domain, allowing for instance the integration
of external data into a company’s own knowledge system. Ontologies are at the center
of this research, allowing the explicit definition of a knowledge domain. With the steady
development of ontology languages, such as the current OWL language [3], knowledge
domains can be modeled with an increasing amount of detail.

Unfortunately, since ontologies of the same knowledge domain are commonly de-
veloped separately or for different purposes, transferring information across different
sources becomes challenging as the heterogeneities between the ontologies need to be
resolved. Several types of heterogeneities can emerge between two ontologies, com-
monly divided into syntactic, terminological, semantic and semiotic heterogeneities [1].

MaasMatch is an ontology matching tool with a focus on resolving terminological
heterogeneities, such that entities with the same meaning but differing names and en-
tities with the same name but different meanings are identified as such and matched
accordingly. Given this focus, the tool has been primarily tested using the conference
data set, since the ontologies of this data set are more likely to contain these hetero-
geneities.

1.2 Specific techniques used

In this section we will present the techniques applied in MaasMatch. The overall struc-
ture of MaasMatch is simple, being a combination of a string similarity measure and
our WordNet similarity, and using the combination of the two similarity matrices to ex-
tract the final alignments. However, most of our research so far has been invested into
advancing the effectiveness of WordNet similarities.



WordNet makes it possible identify concepts that have the same meaning but differ-
ent names, since synonyms are grouped into sets, called synsets. However, a more chal-
lenging task is the identification of concepts have similar names, but different meanings.
As an example, if an ontology contains a concept ’house’, then WordNet contains 14
different meanings for this word, and hence 14 different synsets that can be described by
this name. One is thus faced with the challenge of automatically identifying the synset
that denotes the correct meaning of the ontology entity. To do this, we applied a combi-
nation of information retrieval techniques and the creation of virtual documents in order
to determine which synset most likely denotes the correct meaning of an entity. That
way, only synsets which resulted in a high document similarity with their corresponding
concept are subsequently used for the calculation of the WordNet similarity.

The approach can be separated into 5 distinct steps as follows: Given two on-
tologies O1 and O2 that are to be matched, where O1 contains the sets of entities
E1

x = {e11, e12, ..., e1m}, where x distinguishes between the set of classes, properties
or instances, and O2 contains the sets of entities E2

y = {e21, e22, ..., e2n}, and where C(e)
denotes a collection of synsets representing entity e, the main steps of our approach,
performed separately for classes, properties and instances, can be described as follows:

1. Synset Gathering: For every entity e in Ei
x, assemble the set C(e) with synsets

that might denote the meaning of entity e.
2. Virtual Document Creation: For every entity e in Ei

x, create a virtual document
of e, and a virtual document for every synset in C(e).

3. Document Similarity: For every entity e in Ei
x, calculate the document similari-

ties between the virtual document denoting e and the different virtual documents
originating from C(e).

4. Synset Selection: For every collection C(e), discard all synsets from C(e) that re-
sulted in a low similarity score with the virtual document of e, using some selection
procedure.

5. WordNet Similarity: Compute the WordNet similarity for all combinations of
e1 ∈ E1

x and e2 ∈ E2
x using the processed collections C(e1) and C(e2).

The first step of the procedure is fairly straightforward, where all corresponding
synsets are collected if the complete name of an entity is present in WordNet and string
processing techniques such as word stemming or finding legal sub-strings in the name
are applied if the complete name is not present in WordNet. Figure 1 illustrates steps 2
- 5 of our approach for two arbitrary ontology entities e1 and e2:

Once the similarity matrix, meaning all pairwise similarities between the entities
of both ontologies, are computed, the final alignment of the matching process can be
extracted or the matrix can be combined with similarity matrices stemming from other
approaches.

Virtual Documents The second step of the approach consists of the creation of virtual
documents for an ontology entity and several synsets that might denote the actual mean-
ing of the entity. When constructing the virtual document, one must collect information
from the ontology, or WordNet if a virtual document of a synset is constructed, in such
a way that the resulting document adequately describes the meaning of the entity. An



Fig. 1. Visualization of step 2-5 of the proposed approach for any entity e1 from ontol-
ogy O1 and any entity e2 from ontology 2.

expressive ontology such as OWL allows for the collection from various sources of
information. In addition to its own name, an entity can also contain comments, which
usually are written descriptions of the entity, and multiple labels. Providing context in-
formation is also beneficial. To do this, the names of the parent and child entities are
also added to the document. Different details are added given the different types of en-
tities. For virtual documents of classes, the names of all its properties are added and for
properties the names of all the classes inside their range and domain are added.

Once all the information for a virtual document is collected, several post-processing
techniques such as word-stemming and stop-word removal are applied, before the doc-
ument is transformed into the vector-space model. Using the document vectors, the
similarity between the entity document and the different synset documents is then com-
puted using the cosine similarity.

Synset Selection Based on the document similarities between an entity and the po-
tential synsets, some of the synsets are then discarded based on their similarity value.
Several selection procedures have been tested, for instance using a cut-off value by
computing the arithmetic or geometric mean of the similarities. Another tested method
consisted of retaining only synsets whose document similarity had a higher value than
the sum of the mean and standard deviation of the similarity value, which had the in-
triguing property that only few synsets remained if their similarity values were distinctly
higher than the others, and more if this wasn’t the case and thus it was uncertain which
synset was actually appropriate. Experimentation revealed that stricter selection meth-
ods performed better than lenient methods, with the simple method of using only the
synset with the highest document similarity to compute the WordNet distance resulting
in the highest scoring alignments [4].



1.3 Adaptations made for the evaluation

For experiments unrelated to the actual OAEI competition, but using some of the OAEI
datasets, a cut-off confidence value of 0.7 has been used for the alignments, since this
is one of the standard values that has previously been used for OAEI evaluations. For
the purpose of OAEI participation, however, this value was altered to 0.95 to improve
the final F-Measures achieved by the system, especially for the conference data set.

1.4 Link to the system and parameters file

MaasMatch and its corresponding parameter file is available on the SEALS platform
and can be downloaded at http://www.seals-project.eu/tool-services/browse-tools.

1.5 Link to the set of provided alignments (in align format)

The computed alignments for the preliminary evaluation can be found at
http://www.personeel.unimaas.nl/frederik-schadd/MaasMatchOAEI2011results.zip.

2 Results

This section presents the evaluation of the OAEI2011 results achieved by MaasMatch
using the benchmark, anatomy and conference data sets.

2.1 Benchmark

The results of the benchmark data set are grouped into several categories, such that
benchmarks that test similar aspects of the matching process are grouped together.
These can be viewed in table 1.

Ontologies Precision Recall F-Measure
101 1.00 0.98 0.99

201-202 0.8 0.34 0.48
221-247 0.97 0.93 0.95
248-266 0.8 0.33 0.47

total 0.99 0.44 0.60

Table 1. Results of the benchmark data set.

Initially, we can see that MaasMatch produces very good results for the groups 101
and 221-247. These groups have in common that they generally test alterations of as-
pects such as the ontology structure, instances or properties. While these alterations
can have some effects on the construction of the virtual document, as for instance the
descriptions of parent classes will not be included if the hierarchy is flattened, the over-
all performance decreases only marginally. The groups 201-202 and 248-266, however,

http://www.seals-project.eu/tool-services/browse-tools
http://www.personeel.unimaas.nl/frederik-schadd/MaasMatchOAEI2011results.zip


test alterations of the entity names and comments, resulting in a poorer performance
and especially impacting the recall of the alignments. The suppression of the entity
comments causes the quality of the virtual documents to drop considerably, making it
harder to locate appropriate synsets in WordNet. However, most importantly, the Word-
Net matcher relies on applying string analysis techniques on the entity names to locate
potential synsets in WordNet. If these names are altered severely, scrambled or even
completely omitted, then it becomes exceedingly difficult to locate potential synsets in
WordNet, which would require more sophisticated approaches than currently applied.
Overall, one can conclude that MaasMatch achieved a fairly high precision and a mod-
erate recall value across the entire benchmark data set.

2.2 Anatomy

The anatomy data set consists of two large real-world ontologies from the biomedical
domain, with one ontology describing the anatomy of a mouse and the other being the
NCI Thesaurus, which describes the human anatomy. Since the alignment of two on-
tologies that both contain more than 1000 entities each required MaasMatch to use more
time than the competition made available, only the results of the preliminary evaluation
are presented here. The results of this data set can be seen in table 2.

Ontologies Precision Recall F-Measure
mouse-human 0.988 0.284 0.442

Table 2. Results of the anatomy data set.

We can see that MaasMatch achieved a high precision and low recall value. The low
recall value can be explained by the fact that WordNet does not contain definitions of
highly technical medical terms, resulting in the system being unable to match entities
which are not located in the WordNet database. Using a different linguistic ontology
should alleviate this problem, or ideally the system should automatically select the most
appropriate linguistic ontology for this task.

2.3 Conferences

The conference data set, which so far has been the focus during the development of
MaasMatch, consists of 7 real-world ontologies that all describe the domain of or-
ganizing conferences. Here, all possible combinations of ontologies are matched and
evaluated. The results of each combination can be seen in table 3.

The results of the evaluations vary. Most alignments exhibit a similar trend as in the
previous two data sets, being a high precision and moderate recall. However, there are
a few exceptions. A few alignments, such as cmt-iasted or iasted-sigkdd, have a higher
than moderate recall. Conversely, alignments such as confOf-edas or edas-ekaw have
a lower than usual precision. Overall, we can see that the aggregated performance is
competitive when compared against the results of the OAEI 2010 participants [2].



Ontologies Precision Recall F-Measure
cmt-confOf 0.800 0.250 0.380

cmt-conference 0.800 0.250 0.380
cmt-edas 0.888 0.615 0.727
cmt-ekaw 0.833 0.454 0.588
cmt-iasted 0.800 1.000 0.888
cmt-sigkdd 0.800 0.666 0.727
confOf-edas 0.538 0.368 0.437
confOf-ekaw 0.888 0.400 0.551
confOf-iasted 0.800 0.444 0.571
confOf-sigkdd 1.000 0.428 0.599

conference-confOf 0.750 0.400 0.521
conference-edas 0.857 0.352 0.499
conference-ekaw 0.727 0.320 0.444
conference-iasted 0.800 0.285 0.421
conference-sigkdd 0.875 0.466 0.608

edas-ekaw 0.666 0.260 0.374
edas-iasted 0.857 0.315 0.461
edas-sigkdd 1.000 0.466 0.636
ekaw-iasted 0.857 0.600 0.705
ekaw-sigkdd 1.000 0.636 0.777
iasted-sigkdd 0.785 0.733 0.758

h-mean 0.83 0.42 0.56

Table 3. Results of the conference data set.

3 General comments

3.1 Comments on the results

The first entrance of MaasMatch has shown a promising performance over the several
data sets, most notably due to high precision values under various scenarios. With the
focus being on the conference data set, the overall f-measure of MaasMatch has been
established at a solid 0.56.

3.2 Discussions on the way to improve the proposed system

Several opportunities present themselves for further improvements. First, as observed
during the benchmark experiments, the current approach suffers when ontologies use
entity names where potentially appropriate synsets cannot be located in WordNet, due to
severely altered or scrambled names. So far, processing techniques such as tokenization,
word stemming and stop word removal have been deployed to alleviate this problem,
however in severe cases this problem still persists. Hence, it would be beneficial to
look into further techniques that enables the matcher to locate synsets even if the entity
names are scrambled.



Also, as evident in the anatomy results, if the domain to be modeled contains con-
cepts that are not defined in WordNet, the system is unable to match it correctly. Switch-
ing WordNet with a more appropriate linguistic ontology can alleviate this problem.
However, this would require the existence of such an ontology for that specific domain.
Another predicament is that the system either ceases to be fully automatic, as one would
need to manually define an appropriate linguistic ontology for each matching process,
or would require the ability to automatically identify an appropriate linguistic ontology
each time before the matching is performed.

Given the focus on resolving terminological heterogeneities, one obvious improve-
ment would be the addition of other techniques such that other types of heterogeneities
are also identified and resolved, such that the overall recall of the system is improved.

3.3 Comments on the SEALS platform

The SEALS platform is a promising project for researchers to share, test and evaluate
their tools. It is fairly easy to integrate a tool into the platform and provides a neutral
common ground for a comparison of systems. Unfortunately, two still absent functional-
ities prevent the platform of becoming the central pivot of ontology matching research.
One would be the functionality for the tool developers to independently initiate the test-
ing and evaluation of a tool using the platform, allowing a more speedy development of
the tool. Secondly, the standard automatic evaluation function only computes precision
and recall for the separate matching tasks. However, previous OAEI competitions also
aggregated the results of different matching tasks using a form of the harmonic mean.
Since the harmonic mean is not defined for values of 0, which can occur when comput-
ing the precision, recall or f-measure of an alignment, a few tweaks are necessary such
that this measure can still be applied. Having the results of the separate tasks aggregated
automatically by the SEALS platform would eliminate discrepancies that could arise by
slightly differing implementations of such aggregation measures, so that it is ensured
that the overall performances of the different tools can legitimately be compared. Over-
all, we are looking forward to the future developments of this platform and possibly
utilizing it for further research.

4 Conclusion

This paper presented the results of the first participation of MaasMatch in the Ontology
Alignment Evaluation Initiative competition. We described the techniques that are ap-
plied in the system and presented the achieved results in the benchmark, anatomy and
conference data sets, with emphasis on the conference data set which has been the focus
for the development of the system. We note encouraging results and discuss strengths,
weaknesses and possible improvements of the system.
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