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Introduction

The fundamental task of ontology matching is based on measuring the
similarity between two ontology concepts [1]. However, we argue that
a deeper semantic, terminological and linguistic analysis of specialized
domain vocabularies is needed in order to establish a more sophisticated
similarity measure that caters for the specific characteristics of this data.
In particular we propose ’STL’, a novel similarity measure that takes
semantic, terminological and linguistic variation into account.

The STL Similarity

We base our approach on the three-faceted STL ontology enrichment
process introduced in [3]. We calculate similarity according to semantic,
terminological and linguistic variation and then take a linear combination
by using linear regression, called STL similarity, which we describe as
follows:

Semantic similarity (simS) is calculated based on semantic (taxo-
nomic or ontological) structure. For our purposes we used a recently pro-
posed semantic similarity measure proposed by Pirro Sim [2], which uses
intrinsic information content, i.e. the information content of a concept
defined by the number of its subconcepts.

Terminological similarity (simT ) is defined by maximal subterm
overlap, i.e. we calculate simT between two concepts c1 and c2 as the
number of subterms ti in a termbase that can be matched on the labels
of c1 and c2. A term ti is said to match on a concept when no other
longer term tj can be matched on the same concept (label). To calcu-
late simT we use monolingual as well as multilingual termbases as the
latter reflect terminological similarities that may be available in one lan-
guage but not in others, e.g. there is no terminological similarity between



the English terms ”Property Plant and Equipment” and ”Tangible Fixed
Asset”, whereas in German these concepts are actually identical on the
terminological level (they both translate into ”Sachanlagen”).

Linguistic similarity (simL) is defined as the Dice coefficient applied
on the head&modifier syntactical arguments of two terms, i.e., the ratio
of common modifiers to all modifiers of two concepts. For instance the
concepts ”Financial Income” and ”Net Financial Income” have 3 modi-
fiers ”financial” ”net” and ”net financial”, whereby only ”financial” is a
common modifier.
Putting it all together we define STL similarity as a linear combination
of the sub-measures where the weights wS,T,L are their contributions on
the data set:

simS,T,L = wS ∗ simS + wT ∗ simT + wL ∗ simL + constant

We evaluated our approach on a data set of 59 financial term pairs, drawn
from the xEBR (European Business Registry) vocabulary, that were an-
notated by four human annotators. Table 1 shows the correlations ρ of
all measures on the data set and that STL outperforms all of its S,T and
L contributions.

Measure ρ Type Measure ρ Type Measure ρ Type
PathLength 0.16 S UnigMulti 0.72 T SubtermMulti 0.75 T
Wu−Palmer 0.18 S BigMono 0.53 T Lemmatized 0.70 L
Pirro Sim 0.20 S Bi Multi 0.54 T Head&Mod 0.51 L

UnigramMono 0.72 T SubtermMono 0.74 T STL 0.78 S,T,L

Table 1. Correlation of STL similarity measures with human evaluator scores
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