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Introduction

Ontology matching1 is a key interoperability enabler for the semantic web, as
well as a useful tactic in some classical data integration tasks dealing with the
semantic heterogeneity problem. It takes the ontologies as input and determines
as output an alignment, that is, a set of correspondences between the seman-
tically related entities of those ontologies. These correspondences can be used
for various tasks, such as ontology merging, data translation, query answering
or navigation on the web of data. Thus, matching ontologies enables the knowl-
edge and data expressed in the matched ontologies to interoperate.

The workshop has three goals:

• To bring together leaders from academia, industry and user institutions

to assess how academic advances are addressing real-world requirements.
The workshop will strive to improve academic awareness of industrial and
�nal user needs, and therefore direct research towards those needs. Simul-
taneously, the workshop will serve to inform industry and user represen-
tatives about existing research e�orts that may meet their requirements.
The workshop will also investigate how the ontology matching technology
is going to evolve.

• To conduct an extensive and rigorous evaluation of ontology matching and
instance matching (link discovery) approaches through the OAEI (Ontol-
ogy Alignment Evaluation Initiative) 2014 campaign2. The particular fo-
cus of this year's OAEI campaign is on real-world speci�c matching tasks
as well as on evaluation of interactive matchers and matchers for query an-
swering. Therefore, the ontology matching evaluation initiative itself will
provide a solid ground for discussion of how well the current approaches
are meeting business needs.

• To examine new uses, similarities and di�erences from database schema
matching, which has received decades of attention but is just beginning
to transition to mainstream tools.

The program committee selected 5 submissions for oral presentation and 9
submissions for poster presentation. 14 matching system participated in this
year's OAEI campaign. Further information about the Ontology Matching
workshop can be found at: http://om2014.ontologymatching.org/.

1http://www.ontologymatching.org/
2http://oaei.ontologymatching.org/2014
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♠❛♥"✐❝( ✐♥ ❬✷✸❪✳ ■5 ✇❛( ✐♥53♦❞✉❝❡❞ ✐♥ ❬✷✸❪ ❛( ❛♥ ❛55❡♠♣5 5♦ ❣❡♥❡3❛❧✐(❡ ❛ ♥✉♠❜❡3 ♦❢
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❆ ♠❛❥♦% ♣%♦❜❧❡♠ ✇✐,❤ ,❤❡.❡ ❛♣♣%♦❛❝❤❡. ✐. ,❤❡✐% ❞✐✈❡%.✐,②✳ ❚❤❡%❡ ❡①✐., .♦♠❡ ❛,✲

,❡♠♣,. ❢♦% ✉♥✐✜❝❛,✐♦♥✱ ✇❤✐❝❤ ❤♦✇❡✈❡% %❡♠❛✐♥ ✉♥.❛,✐.❢❛❝,♦%②✿ ,❤❡%❡ ✐. ♥♦ ❝♦♠♠♦♥

.②♥,❛①✱ ♥♦ ❝♦♠♠♦♥ .❡♠❛♥,✐❝ ❢%❛♠❡✇♦%❦✱ ❛♥❞ ♥♦ ❝♦♠♠♦♥ ,♦♦❧ .✉♣♣♦%,✳ ■♥ ,❤✐. ✇♦%❦✱

✇❡ .❤♦✇ ❤♦✇ ❝❛,❡❣♦%② ,❤❡♦%② ❝❛♥ ♣%♦✈✐❞❡ .✉❝❤ ❛ ✉♥✐❢②✐♥❣ ❢%❛♠❡✇♦%❦ ❛, ✈❛%✐♦✉. ❧❡✈❡❧.✱

✐♠♣%♦✈✐♥❣ ♣%❡✈✐♦✉. %❡❧❛,❡❞ ✇♦%❦ ❬✷✹✱ ✶✺✱ ✷✷✱ ✶✶❪ ✇❤✐❝❤ ❞✐❞ ♥♦, .♣❡❧❧ ♦✉, ❞❡,❛✐❧.✱ ❛♥❞

❞✐❞ ♥♦, ♠❛❦❡ ,❤❡ .,❡♣ ❢%♦♠ ❛❜.,%❛❝, ❞❡.❝%✐♣,✐♦♥ ❛♥❞ ❝❛.❡ .,✉❞✐❡. ,♦ ❧❛♥❣✉❛❣❡ ❞❡.✐❣♥

❛♥❞ ✐♠♣❧❡♠❡♥,❛,✐♦♥✳

✷ ●❡♥❡$❛❧ ❛♣♣$♦❛❝❤

❚❤❡ ❣❡♥❡%❛❧ %❡♣%❡.❡♥,❛,✐♦♥ ❛♥❞ %❡❛.♦♥✐♥❣ ❢%❛♠❡✇♦%❦ ,❤❛, ✇❡ ♣%♦♣♦.❡ ✐♥❝❧✉❞❡.✿ ✶✮

❛ ❞❡❝❧❛%❛,✐✈❡ ❧❛♥❣✉❛❣❡ ,♦ .♣❡❝✐❢② ♥❡,✇♦%❦. ♦❢ ♦♥,♦❧♦❣✐❡. ❛♥❞ ❛❧✐❣♥♠❡♥,.✱ ✇✐,❤ ✐♥❞❡✲

♣❡♥❞❡♥, ❝♦♥,%♦❧ ♦✈❡% .♣❡❝✐❢②✐♥❣ ❧♦❝❛❧ ♦♥,♦❧♦❣✐❡. ❛♥❞ ❝♦♠♣❧❡① ❛❧✐❣♥♠❡♥, %❡❧❛,✐♦♥.✱ ✷✮

,❤❡ ♣♦..✐❜✐❧✐,② ,♦ ❛❧✐❣♥ ❤❡,❡%♦❣❡♥❡♦✉. ♦♥,♦❧♦❣✐❡.✱ ❛♥❞ ✸✮ ✐♥ ♣%✐♥❝✐♣❧❡✱ ,❤❡ ♣♦..✐❜✐❧✐,②

,♦ ❝♦♠❜✐♥❡ ❞✐✛❡%❡♥, ❛❧✐❣♥♠❡♥, ♣❛%❛❞✐❣♠. ✭.✐♠♣❧❡✴✐♥,❡❣%❛,❡❞✴❝♦♥,❡①,✉❛❧✐.❡❞✮ ✇✐,❤✐♥

♦♥❡ ♥❡,✇♦%❦✳

❚❤%♦✉❣❤ ❝❛,❡❣♦%② ,❤❡♦%②✱ ✇❡ ♦❜,❛✐♥ ❛ ✉♥✐❢②✐♥❣ ❢%❛♠❡✇♦%❦ ❛, ✈❛%✐♦✉. ❧❡✈❡❧.✿

 ❡♠❛♥%✐❝ ❧❡✈❡❧ ❲❡ ❣✐✈❡ ❛ ✉♥✐❢♦%♠ .❡♠❛♥,✐❝. ❢♦% ❞✐.,%✐❜✉,❡❞ ♥❡,✇♦%❦. ♦❢ ❛❧✐❣♥❡❞

♦♥,♦❧♦❣✐❡.✱ ✉.✐♥❣ ,❤❡ ♣♦✇❡%❢✉❧ ♥♦,✐♦♥ ♦❢ ❝♦❧✐♠✐%✱ ✇❤✐❧❡ %❡✢❡❝,✐♥❣ ♣%♦♣❡%❧② ,❤❡

.❡♠❛♥,✐❝ ✈❛%✐❛,✐♦♥ ♣♦✐♥,. ✐♥❞✐❝❛,❡❞ ❛❜♦✈❡✳

✭♠❡%❛✮ ❧❛♥❣✉❛❣❡ ❧❡✈❡❧ ❲❡ ♣%♦✈✐❞❡ ❛ ✉♥✐❢♦%♠ ♥♦,❛,✐♦♥ ✭❜❛.❡❞ ♦♥ ,❤❡ ❞✐.,%✐❜✉,❡❞

♦♥,♦❧♦❣② ❧❛♥❣✉❛❣❡ ❉❖▲✮ ❢♦% ❞✐.,%✐❜✉,❡❞ ♥❡,✇♦%❦. ♦❢ ❛❧✐❣♥❡❞ ♦♥,♦❧♦❣✐❡.✱ .♣❛♥♥✐♥❣

,❤❡ ❞✐✛❡%❡♥, ♣♦..✐❜❧❡ .❡♠❛♥,✐❝ ❝❤♦✐❝❡.✳

.❡❛ ♦♥✐♥❣ ❧❡✈❡❧ ❯.✐♥❣ ,❤❡ ♥♦,✐♦♥ ♦❢ ❝♦❧✐♠✐,✱ ✇❡ ❝❛♥ ♣%♦✈✐❞❡ %❡❛.♦♥✐♥❣ ♠❡,❤♦❞. ❢♦%

❞✐.,%✐❜✉,❡❞ ♥❡,✇♦%❦. ♦❢ ❛❧✐❣♥❡❞ ♦♥,♦❧♦❣✐❡.✱ ❛❣❛✐♥ ❛❝%♦.. ❛❧❧ .❡♠❛♥,✐❝ ❝❤♦✐❝❡.✳

✶

%♦♦❧ ❧❡✈❡❧ ❚❤❡ ,♦♦❧ ♦♥"♦❤✉❜✳♦'❣ ♣%♦✈✐❞❡. ❛♥ ✐♠♣❧❡♠❡♥,❛,✐♦♥ ♦❢ ❛♥❛❧②.✐. ❛♥❞ %❡❛✲

.♦♥✐♥❣ ❢♦% ❞✐.,%✐❜✉,❡❞ ♥❡,✇♦%❦. ♦❢ ❛❧✐❣♥❡❞ ♦♥,♦❧♦❣✐❡.✱ ❛❣❛✐♥ ✉.✐♥❣ ,❤❡ ♣♦✇❡%❢✉❧

❛❜.,%❛❝,✐♦♥. ♣%♦✈✐❞❡❞ ❜② ❝❛,❡❣♦%② ,❤❡♦%②✳

❧♦❣✐❝ ❧❡✈❡❧ ❖✉% .❡♠❛♥,✐❝. ✐. ❣✐✈❡♥ ❢♦% ,❤❡ ♦♥,♦❧♦❣② ❧❛♥❣✉❛❣❡ ❖❲▲✱ ❜✉, ❞✉❡ ,♦ ,❤❡

❛❜.,%❛❝,✐♦♥ ♣♦✇❡% ♦❢ ,❤❡ ❢%❛♠❡✇♦%❦✱ ✐, ❡❛.✐❧② ❝❛%%✐❡. ♦✈❡% ,♦ ♦,❤❡% ❧♦❣✐❝. ✉.❡❞ ✐♥

♦♥,♦❧♦❣② ❡♥❣✐♥❡❡%✐♥❣✱ ❧✐❦❡ ❘❉❋❙✱ ✜%.,✲♦%❞❡% ❧♦❣✐❝ ♦% ❋✲❧♦❣✐❝✳

❚❤✐. .❤♦✇. ,❤❛, ❝❛,❡❣♦%② ,❤❡♦%② ✐. ♥♦, ♦♥❧② ❛ ♣♦✇❡%❢✉❧ ❛❜.,%❛❝,✐♦♥ ❛, ,❤❡ .❡♠❛♥,✐❝

❧❡✈❡❧✱ ❜✉, ❝❛♥ ♣%♦♣❡%❧② ❣✉✐❞❡ ❧❛♥❣✉❛❣❡ ❞❡.✐❣♥ ❛♥❞ ,♦♦❧ ✐♠♣❧❡♠❡♥,❛,✐♦♥. ❛♥❞ ,❤✉.

♣%♦✈✐❞❡ ✉.❡❢✉❧ ❛❜.,%❛❝,✐♦♥ ❜❛%%✐❡%. ❢%♦♠ ❛ .♦❢,✇❛%❡ ❡♥❣✐♥❡❡%✐♥❣ ♣♦✐♥, ♦❢ ✈✐❡✇✳

❚❤❡ ❞✐.,%✐❜✉,❡❞ ♦♥,♦❧♦❣② ❧❛♥❣✉❛❣❡ DOL ✐. ❛ ♠❡,❛❧❛♥❣✉❛❣❡ ✐♥ ,❤❡ .❡♥.❡ ,❤❛, ✐,

❡♥❛❜❧❡. ,❤❡ %❡✉.❡ ♦❢ ❡①✐.,✐♥❣ ♦♥,♦❧♦❣✐❡. ❛. ❜✉✐❧❞✐♥❣ ❜❧♦❝❦. ❢♦% ♥❡✇ ♦♥,♦❧♦❣✐❡. ✉.✐♥❣ ❛

✈❛%✐❡,② ♦❢ .,%✉❝,✉%✐♥❣ ,❡❝❤♥✐T✉❡.✱ ❛. ✇❡❧❧ ❛. ,❤❡ .♣❡❝✐✜❝❛,✐♦♥ ♦❢ %❡❧❛,✐♦♥.❤✐♣. ❜❡,✇❡❡♥

♦♥,♦❧♦❣✐❡.✳ ❖♥❡ ✐♠♣♦%,❛♥, ❢❡❛,✉%❡ ♦❢ DOL ✐. ,❤❡ ❛❜✐❧✐,② ,♦ ❝♦♠❜✐♥❡ ♦♥,♦❧♦❣✐❡. ,❤❛,

❛%❡ ✇%✐,,❡♥ ✐♥ ❞✐✛❡%❡♥, ❧❛♥❣✉❛❣❡. ✇✐,❤♦✉, ❝❤❛♥❣✐♥❣ ,❤❡✐% .❡♠❛♥,✐❝.✳ ❆ ❢♦%♠❛❧ .♣❡❝✐✜✲

❝❛,✐♦♥ ♦❢ ,❤❡ ❧❛♥❣✉❛❣❡ ❝❛♥ ❜❡ ❢♦✉♥❞ ✐♥ ❬✶✼❪✳ ❍♦✇❡✈❡% ♥♦,❡ ,❤❛, .②♥,❛① ❛♥❞ .❡♠❛♥,✐❝.

♦❢ DOL ❛❧✐❣♥♠❡♥,. ✐. ✐♥,%♦❞✉❝❡❞ ✐♥ ,❤✐. ♣❛♣❡% ❢♦% ,❤❡ ✜%., ,✐♠❡✳

✶

❲❡ ❞♦ ♥♦% ❝❧❛✐♠ ❤❡,❡ %❤❛% %❤❡ ,❡❛-♦♥✐♥❣ ♠❡%❤♦❞- ✇❡ ♣,♦✈✐❞❡ ♦✉%♣❡,❢♦,♠ ♠♦,❡ -♣❡❝✐❛❧✐-❡❞

❛❧✐❣♥♠❡♥% ,❡❛-♦♥✐♥❣ ♠❡%❤♦❞-✱ -❛② ❢♦, ❉❉▲✱ ♦, ❛❧✐❣♥♠❡♥% ❞❡❜✉❣❣✐♥❣✿ ♦✉, ♠❛✐♥ ❝♦♥%,✐❜✉✲
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✐♥+♦ +❤❡ DOL ❢%❛♠❡✇♦%❦✳ ❲✐+❤ ♦✉% ♥❡✇ ❡①+❡♥❞❡❞ DOL -②♥+❛①✱ ✇❡ ❝❛♥ -♣❡❝✐❢② ❞✐✛❡%❡♥+

❦✐♥❞- ♦❢ ❛❧✐♥❣♠❡♥+-✳ ❋%♦♠ -✉❝❤ ❛♥ ❛❧✐❣♥♠❡♥+✱ ✇❡ ❝♦♥-+%✉❝+ ❛ ❣%❛♣❤ ♦❢ ♦♥+♦❧♦❣✐❡- ❛♥❞

♠♦%♣❤✐-♠- ❜❡+✇❡❡♥ +❤❡♠✖✐♥ ❛ ✇❛② ❞❡♣❡♥❞✐♥❣ ♦♥ +❤❡ ❝❤♦-❡♥ ❛❧✐❣♥♠❡♥+ ❢%❛♠❡✇♦%❦✳

❙♦♠❡+✐♠❡-✱ +❤✐- -+❡♣ ❛❧-♦ ✐♥✈♦❧✈❡- +%❛♥-❢♦%♠❛+✐♦♥- ♦♥ +❤❡ ♦♥+♦❧♦❣✐❡-✱ -✉❝❤ ❛- %❡❧❛✲

+✐✈✐-❛+✐♦♥ ♦❢ +❤❡ ✭❣❧♦❜❛❧✮ ❞♦♠❛✐♥ ✉-✐♥❣ ♣%❡❞✐❝❛+❡-✳ ❆ ♥❡+✇♦%❦ ♦❢ ❛❧✐❣♥♠❡♥+- ❝❛♥ +❤❡♥

❜❡ ❝♦♠❜✐♥❡❞ +♦ ❛♥ ✐♥+❡❣%❛+❡❞ ❛❧✐❣♥♠❡♥+ ♦♥+♦❧♦❣② ✈✐❛ ❛ -♦✲❝❛❧❧❡❞ ❝♦❧✐♠✐+✳ ❘❡❛-♦♥✐♥❣

✐♥ ❛ ♥❡+✇♦%❦ ♦❢ ❛❧✐❣♥❡❞ ♦♥+♦❧♦❣✐❡- ✐- +❤❡♥ +❤❡ -❛♠❡ ❛- %❡❛-♦♥✐♥❣ ✐♥ +❤❡ ❝♦♠❜✐♥❡❞

♦♥+♦❧♦❣②✳ ❚❤✉-✱ ✐♥ ♦%❞❡% +♦ ✐♠♣❧❡♠❡♥+ ❛ %❡❛-♦♥❡%✱ ✐+ ✐- ✐♥ ♣%✐♥❝✐♣❧❡ -✉✣❝✐❡♥+ +♦ ❞❡✜♥❡

+❤❡ %❡❧❛+✐✈✐-❛+✐♦♥ ♣%♦❝❡❞✉%❡ ❢♦% +❤❡ ❧♦❝❛❧ ❧♦❣✐❝- ❛♥❞ +❤❡ ❛❧✐❣♥♠❡♥+ +%❛♥-❢♦%♠❛+✐♦♥ ❢♦%

❡❛❝❤ ❦✐♥❞- ♦❢ -❡♠❛♥+✐❝-✳

✸ ◆❡#✇♦&❦( ♦❢ ♦♥#♦❧♦❣✐❡( ❛♥❞ #❤❡✐& (❡♠❛♥#✐❝(

■♥ +❤✐- -❡❝+✐♦♥ ✇❡ %❡❝❛❧❧ ♥❡+✇♦%❦- ♦❢ ♦♥+♦❧♦❣✐❡- ❛♥❞ +❤❡✐% -❡♠❛♥+✐❝- ✐♥+%♦❞✉❝❡❞ ✐♥ ❬✷✸✱

✽❪✳ ◆❡+✇♦%❦- ♦❢ ♦♥+♦❧♦❣✐❡- ✭❤❡%❡ ❞❡♥♦+❡❞ ◆❡❖✮ ❬✽❪✱ ❝❛❧❧❡❞ ❞✐-+%✐❜✉+❡❞ -②-+❡♠- ✐♥ ❬✷✸❪✱

❝♦♥-✐-+ ♦❢ ❛ ❢❛♠✐❧② (Oi)i∈I ♦❢ ♦♥+♦❧♦❣✐❡- ♦✈❡% ❛ -❡+ ♦❢ ✐♥❞❡①❡- I ✐♥+❡%❝♦♥♥❡❝+❡❞ ❜② ❛

-❡+ ♦❢ ❛❧✐❣♥♠❡♥+- (Aij)i,j∈I ❜❡+✇❡❡♥ +❤❡♠✳ ❆❧✐❣♥♠❡♥+- ❛%❡ -❡+- ♦❢ ❝♦""❡$♣♦♥❞❡♥❝❡$

❜❡+✇❡❡♥ +❤❡ +❛%❣❡+ ♦♥+♦❧♦❣② O1 ❛♥❞ -♦✉%❝❡ ♦♥+♦❧♦❣② O2 ♦❢ +❤❡ ❛❧✐❣♥♠❡♥+✳ ❈♦%%❡-♣♦♥✲

❞❡♥❝❡- ❛%❡ +%✐♣❧❡- (e1, e2, R) ✇❤❡%❡ e1 ❛♥❞ e2 ❛%❡ ❡♥+✐+✐❡- ❜✉✐❧+ ✇✐+❤ +❤❡ ❤❡❧♣ ♦❢ ❛♥

❡♥+✐+② ❧❛♥❣✉❛❣❡ ♦✈❡% O1 ❛♥❞ O2✱ %❡-♣❡❝+✐✈❡❧②✱ ❛♥❞ R ✐- ❛ %❡❧❛+✐♦♥ ❜❡+✇❡❡♥ ❡♥+✐+✐❡-

❢%♦♠ ❛ -❡+ ♦❢ %❡❧❛+✐♦♥- R✳

❆ -❡♠❛♥+✐❝- ♦❢ ♥❡+✇♦%❦- ♦❢ ♦♥+♦❧♦❣✐❡- ✐- ❣✐✈❡♥ ✐♥ +❡%♠- ♦❢ ❧♦❝❛❧ ✐♥+❡%♣%❡+❛+✐♦♥ ♦❢

+❤❡ ♦♥+♦❧♦❣✐❡- ❛♥❞ ❛❧✐❣♥♠❡♥+- ✐+ ❝♦♥-✐-+- ♦❢✳ ❚♦ ❜❡ ❛❜❧❡ +♦ ❣✐✈❡ -✉❝❤ ❛ -❡♠❛♥+✐❝-✱ ♦♥❡

♥❡❡❞- +♦ ❣✐✈❡ ❛♥ ✐♥+❡%♣%❡+❛+✐♦♥ ♦❢ +❤❡ %❡❧❛+✐♦♥- ❜❡+✇❡❡♥ ❡♥+✐+✐❡- +❤❛+ ❛%❡ ❡①♣%❡--❡❞ ✐♥

+❤❡ ❝♦%%❡-♣♦♥❞❡♥❝❡-✳ ■♥ +❤❡ ❢♦❧❧♦✇✐♥❣ +❤%❡❡ -✉❜-❡❝+✐♦♥- ❧❡+ S = {(Oi)i∈I , (Aij)i,j∈I}
❜❡ ❛ ◆❡❖ ♦✈❡% ❛ -❡+ ♦❢ ✐♥❞❡①❡- I✳
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❙✐♠♣❧❡ &❡♠❛♥)✐❝& ■♥ +❤❡ -✐♠♣❧❡ -❡✲

♠❛♥+✐❝-✱ +❤❡ ❛--✉♠♣+✐♦♥ ✐- +❤❛+ ❛❧❧ ♦♥✲

+♦❧♦❣✐❡- ❛%❡ ✐♥+❡%♣%❡+❡❞ ♦✈❡% +❤❡ -❛♠❡

❞♦♠❛✐♥ ✭♦% ✉♥✐✈❡%-❡ ♦❢ ✐♥+❡%♣%❡+❛+✐♦♥✮

D✳ ❚❤❡ %❡❧❛+✐♦♥- ✐♥ R ❛%❡ ✐♥+❡%♣%❡+❡❞

❛- %❡❧❛+✐♦♥- ♦✈❡% D✱ ❛♥❞ ✇❡ ❞❡♥♦+❡ +❤❡ ✐♥+❡%♣%❡+❛+✐♦♥ ♦❢ R ∈ R ❜② RD
✳

■❢ O1✱ O2 ❛%❡ +✇♦ ♦♥+♦❧♦❣✐❡- ❛♥❞ c = (e1, e2, R) ✐- ❛ ❝♦%%❡-♣♦♥❞❡♥❝❡ ❜❡+✇❡❡♥
O1 ❛♥❞ O2✱ ✇❡ -❛② +❤❛+ c ✐- -❛+✐-✜❡❞ ❜② ✐♥+❡%♣%❡+❛+✐♦♥- m1✱ m2 ♦❢ O1✱ O2 ✐✛

m1(e1) R
D m2(e2)✳ ❚❤✐- ✐- ✇%✐++❡♥ m1,m2 |=S c✳ ❆ ♠♦❞❡❧ ♦❢ ❛♥ ❛❧✐❣♥♠❡♥+ A ❜❡+✇❡❡♥

♦♥+♦❧♦❣✐❡- O1 ❛♥❞ O2 ✐- +❤❡♥ ❛ ♣❛✐% m1✱ m2 ♦❢ ✐♥+❡%♣%❡+❛+✐♦♥- ♦❢ O1✱ O2 -✉❝❤ +❤❛+ ❢♦%

❛❧❧ c ∈ A✱ m1,m2 |=S c✳ ❲❡ ❞❡♥♦+❡ +❤✐- ❜② m1,m2 |=S A✳ ❆♥ ✐♥+❡%♣%❡+❛+✐♦♥ ♦❢ S ✐- ❛

❢❛♠✐❧② (mi)i∈I ♦❢ ♠♦❞❡❧- mi ♦❢ Oi✳ ❆ -✐♠♣❧❡ ✐♥+❡%♣%❡+❛+✐♦♥ ♦❢ S ✐- ❛♥ ✐♥+❡%♣%❡+❛+✐♦♥

(mi)i∈I ♦❢ S ♦✈❡% +❤❡ -❛♠❡ ❞♦♠❛✐♥ D✳

❉❡✜♥✐)✐♦♥ ✶✳ ❬✷✸❪ ❆ $✐♠♣❧❡ ♠♦❞❡❧ ♦❢ ❛ S ✐$ ❛ $✐♠♣❧❡ ✐♥2❡"♣"❡2❛2✐♦♥ (mi)i∈I ♦❢ S

$✉❝❤ 2❤❛2 ❢♦" ❡❛❝❤ i, j ∈ I✱ mi,mj |=
S Aij✳ ❚❤✐$ ✐$ ✇"✐22❡♥ (mi)i∈I |=S S✳ ❲❡ ❞❡♥♦2❡

❜② Modsim(S) 2❤❡ ❝❧❛$$ ♦❢ ❛❧❧ $✐♠♣❧❡ ♠♦❞❡❧$ ♦❢ S✳
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■♥"❡❣%❛"❡❞ ❙❡♠❛♥"✐❝, ❆♥♦#❤❡& ♣♦(✲

(✐❜✐❧✐#② ✐( #♦ ❝♦♥(✐❞❡& #❤❛# #❤❡ ❞♦♠❛✐♥

♦❢ ✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ #❤❡ ♦♥#♦❧♦❣✐❡( ♦❢ ❛

◆❡❖ ✐( ♥♦# ❝♦♥(#&❛✐♥❡❞✱ ❛♥❞ ❛ ❣❧♦❜❛❧

❞♦♠❛✐♥ ♦❢ ✐♥#❡&♣&❡#❛#✐♦♥ U ❡①✐(#(✱ #♦✲

❣❡#❤❡& ✇✐#❤ ❛ ❢❛♠✐❧② ♦❢ ❡!✉❛❧✐&✐♥❣ ❢✉♥❝✲

,✐♦♥& γi : Di → U ✱ ✇❤❡&❡ Di ✐( #❤❡ ❞♦✲

♠❛✐♥ ♦❢ Oi✱ ❢♦& ❡❛❝❤ i ∈ I✳ ❆ &❡❧❛#✐♦♥ R ✐♥ R ✐( ✐♥#❡&♣&❡#❡❞ ❛( ❛ &❡❧❛#✐♦♥ RU
♦♥

#❤❡ ❣❧♦❜❛❧ ❞♦♠❛✐♥✳ ❙❛#✐(❢❛❝#✐♦♥ ♦❢ ❛ ❝♦&&❡(♣♦♥❞❡♥❝❡ c = (e1, e2, R) ❜② #✇♦ ♠♦❞❡❧(
m1 ♦❢ O1 ❛♥❞ m2 ♦❢ O2 ♠❡❛♥( #❤❛# γi(mi(e1))R

Uγj(mj(e2))✳ ❲❡ ❞❡♥♦#❡ #❤✐( ❜②
m1,m2 |=I

γ1,γ2
c ❛♥❞ ❜② m1,m2 |=I

γ1,γ2
A ✇❡ ❞❡♥♦#❡ #❤❛# m1,m2 |=I

γ1,γ2
c ❢♦& ❡❛❝❤

c ∈ A✳

❆♥ ✐♥#❡❣&❛#❡❞ ✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ S ✐( #❤❡♥ {(mi)i∈I , (γi)i∈I} ✇❤❡&❡ (mi)i∈I ✐( ❛♥

✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ S ❛♥❞ γi : Di → U ✐( ❛ ❢✉♥❝#✐♦♥ #♦ ❛ ❝♦♠♠♦♥ ❣❧♦❜❛❧ ❞♦♠❛✐♥ U ❢♦&

❡❛❝❤ i ∈ I✳ ❲❡ ❤❡&❡ ❛((✉♠❡ #❤❛# #❤❡ γi ❛&❡ ✐♥❝❧✉(✐♦♥(✳
✷

❉❡✜♥✐"✐♦♥ ✷✳ ❬✷✸❪ ❆♥ ✐♥,❡❣3❛,❡❞ ✐♥,❡3♣3❡,❛,✐♦♥ {(mi), (γi)} ♦❢ S ✐& ❛♥ ✐♥,❡❣3❛,❡❞

♠♦❞❡❧ ♦❢ S ✐✛ ❢♦3 ❡❛❝❤ i, j ∈ I✱ mi,mj |=
I
γi,γj

Aij✳ ❲❡ ❞❡♥♦,❡ ❜② Modint(S) ,❤❡ ❝❧❛&&

♦❢ ❛❧❧ ✐♥,❡❣3❛,❡❞ ♠♦❞❡❧& ♦❢ ❛ ◆❡❖ S✳
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#✐♦♥❛❧ ♥♦#✐♦♥ ♦❢ ❝♦♥#❡①#✉❛❧✐(❡❞ (❡♠❛♥✲

#✐❝( ✐♥ ❬✷✸❪ ✐( ♥♦# ✈❡&② ✉(❡❢✉❧ ❛♥❞ ❤❛(

❜❡❡♥ &❡♣❧❛❝❡❞ ❜② ❛ ♠♦&❡ ✢❡①✐❜❧❡ &❡❧❛✲

#✐♦♥❛❧ ♥♦#✐♦♥ (✉❜(❡B✉❡♥#❧② ❬✽❪✱ ❝❧♦(❡❧② &❡✲

❧❛#❡❞ #♦ #❤❡ (❡♠❛♥#✐❝( ♦❢ ❉❉▲( ❬✷❪ ❛♥❞

E✲❝♦♥♥❡❝#✐♦♥( ❬✶✹❪✳

❚❤❡ ✐❞❡❛ ✐( #♦ &❡❧❛#❡ #❤❡ ❞♦♠❛✐♥( ♦❢ #❤❡ ♦♥#♦❧♦❣✐❡( ❜② ❛ ❢❛♠✐❧② ♦❢ &❡❧❛#✐♦♥( r =
(rij)i,j∈I ✳ ❚❤❡ &❡❧❛#✐♦♥( R ✐♥ R ❛&❡ ✐♥#❡&♣&❡#❡❞ ✐♥ ❡❛❝❤ ❞♦♠❛✐♥ ♦❢ #❤❡ ♦♥#♦❧♦❣✐❡( ✐♥

#❤❡ ◆❡❖✳ ❙❛#✐(❢❛❝#✐♦♥ ♦❢ ❛ ❝♦&&❡(♣♦♥❞❡♥❝❡ c = (e1, e2, R) ❜② #✇♦ ♠♦❞❡❧( m1 ♦❢ O1 ❛♥❞

m2 ♦❢ O2 ♠❡❛♥( #❤❛# mi(e1)R
irji(mj(e2))✱ ✇❤❡&❡ R

i
✐( #❤❡ ✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ R ✐♥ Di✳

❲❡ ❞❡♥♦#❡ ✐# ❜② m1,m2 |=C
r c✱ ❛♥❞ ❡①#❡♥❞ #❤✐( #♦ ❛❧✐❣♥♠❡♥#(✱ ❞❡♥♦#❡❞ m1,m2 |=C

r A

✐❢ ❛❧❧ ❝♦&&❡(♣♦♥❞❡♥❝❡( ♦❢ #❤❡ ❛❧✐❣♥♠❡♥# ❛&❡ (❛#✐(✜❡❞ ❜② m1,m2 ✇✳&✳#✳ r✳

❆ ❝♦♥#❡①#✉❛❧✐(❡❞ ✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ S ✐( ❛ ♣❛✐& {(mi)i∈I , (rij)i,j∈I} ✇❤❡&❡ (mi)i∈I

✐( ❛♥ ✐♥#❡&♣&❡#❛#✐♦♥ ♦❢ S ❛♥❞ (rij)i,j∈I ✐( ❛ ❢❛♠✐❧② ♦❢ ❞♦♠❛✐♥ &❡❧❛#✐♦♥( (✉❝❤ #❤❛# rij
&❡❧❛#❡( #❤❡ ❞♦♠❛✐♥ ♦❢ mi #♦ #❤❡ ❞♦♠❛✐♥ ♦❢ mj ❛♥❞ rii ✐( #❤❡ ✐❞❡♥#✐#② ✭❞✐❛❣♦♥❛❧✮

&❡❧❛#✐♦♥✳ ❋✉&#❤❡& ❛((✉♠♣#✐♦♥( ❛❜♦✉# ❞♦♠❛✐♥ &❡❧❛#✐♦♥( ❝❛♥ ❜❡ ❛❞❞❡❞✱ #❤✉( &❡(#&✐❝#✐♥❣

♠♦&❡ #❤❡ ❝❧❛(( ♦❢ ✐♥#❡&♣&❡#❛#✐♦♥( ♦❢ ❛ ◆❡❖✳

❉❡✜♥✐"✐♦♥ ✸✳ ❆ ❝♦♥,❡①,✉❛❧✐&❡❞ ♠♦❞❡❧ ♦❢ ,❤❡ ◆❡❖ S ✐& ❛ ❝♦♥,❡①,✉❛❧✐&❡❞ ✐♥,❡3♣3❡,❛,✐♦♥

((mi)i∈I , (rij)i,j∈I) ♦❢ S &✉❝❤ ,❤❛, ❢♦3 ❡❛❝❤ i, j ∈ I✱ mi,mj |=C
r Aij✳ ❲❡ ❞❡♥♦,❡ ❜②

Modcon(S) ,❤❡ ❝❧❛&& ♦❢ ❛❧❧ ❝♦♥,❡①,✉❛❧✐&❡❞ ♠♦❞❡❧& ♦❢ ❛ ◆❡❖ S✳

✷

❚❤❡ #❤❡♦%② ❛❧)♦ ✇♦%❦) ❢♦% ✐♥❥❡❝#✐♦♥) ✇✐#❤♦✉# ♠✉❝❤ ❝❤❛♥❣❡✳ ❆%❜✐#%❛%②✱ ✐✳❡✳ ♣♦))✐❜❧② ♥♦♥✲

✐♥❥❡❝#✐✈❡ ♠❛♣)✱ ❛%❡ ❝♦♥❝❡♣#✉❛❧❧② ♥♦# ♥❡❝❡))❛%②✿ ❛ ❧♦❝❛❧ ♠♦❞❡❧ ❝❛♥ ❜❡ =✉♦#✐❡♥#❡❞ ❜② #❤❡

❦❡%♥❡❧ ♦❢ ❛ ♥♦♥✲✐♥❥❡❝#✐✈❡ )✉❝❤ ♠❛♣✱ ❛♥❞ #❤❡♥ ❜❡ %❡♣❧❛❝❡❞ ❜② #❤❡ =✉♦#✐❡♥#✱ ❧❡❛❞✐♥❣ #♦ ❛♥

✐♥❥❡❝#✐✈❡ ♠❛♣ ❛❣❛✐♥✳
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✹ DOL ❆❧✐❣♥♠❡♥()

■♥ "❤✐% %❡❝"✐♦♥ ✇❡ %"❛+" ❜② ✐♥"+♦❞✉❝✐♥❣ "❤❡ DOL ❝♦♥❝❡♣"% ♥❡❝❡%%❛+② ❢♦+ ❣✐✈✐♥❣ %❡♠❛♥✲

"✐❝% ♦❢ ❛❧✐❣♥♠❡♥"%✳ ❲❡ "❤❡♥ ✐♥"+♦❞✉❝❡ "❤❡ %②♥"❛① ♦❢ ❛❧✐❣♥♠❡♥"% ✐♥ DOL ❛♥❞ ✐❧❧✉%"+❛"❡

✇✐"❤ "❤❡ ❤❡❧♣ ♦❢ ❛♥ ❡①❛♠♣❧❡ ✐♥✈♦❧✈✐♥❣ OWL ♦♥"♦❧♦❣✐❡% ❤♦✇ "❤❡ %❡♠❛♥"✐❝% ♦❢ ❛❧✐❣♥✲

♠❡♥"% ❝❛♥ ❜❡ ❣✐✈❡♥ ✉%✐♥❣ ❞✐❛❣+❛♠% ❛♥❞ ❝♦❧✐♠✐"%✳ ❲❡ "❤❡♥ ♣+❡%❡♥" "❤❡ ♠❛✐♥ +❡%✉❧"

♦❢ "❤❡ ♣❛♣❡+✱ %❤♦✇✐♥❣ ❤♦✇ "❤❡ ❝❛"❡❣♦+✐❝❛❧ %❡♠❛♥"✐❝% ♦❢ DOL ❛❧✐❣♥♠❡♥"% ❝❛♣"✉+❡% "❤❡

"❤+❡❡ %❡♠❛♥"✐❝% ♦❢ ♥❡"✇♦+❦% ♦❢ ♦♥"♦❧♦❣✐❡%✳

✹✳✶ DOL ❉✐❛❣'❛♠) ❛♥❞ ❈♦♠❜✐♥❛/✐♦♥)

❚❤❡ %②♥"❛① ❢♦+ %♣❡❝✐❢②✐♥❣ ❞✐❛❣+❛♠% ✐♥ DOL ✐%

❣!❛♣❤ ❉ ❂ D1, . . . , Dm, O1, . . . , On,M1, . . . ,Mp, A1, . . . , Ak

✇❤❡+❡ Di ❛+❡ ✭%✉❜✲✮❞✐❛❣+❛♠%✱ Oi ❛+❡ ♦♥"♦❧♦❣✐❡%✱ Mi ❛+❡ ♠♦+♣❤✐%♠% ❛♥❞ Ai ❛+❡ ❛❧✐❣♥✲

♠❡♥"%✳ ❚❤❡ ✉%❡+ %♣❡❝✐✜❡% ❛ ❞✐❛❣+❛♠ D ❢♦+♠❡❞ ✇✐"❤ "❤❡ %✉❜❣+❛♣❤% ❣✐✈❡♥ ❜② ❞✐❛❣+❛♠%

Di✱ ❡①"❡♥❞❡❞ ✇✐"❤ ♦♥"♦❧♦❣✐❡% Oi ❛♥❞ "❤❡ ♠♦+♣❤✐%♠% Mi ❛♥❞ "❤❡ %✉❜❞✐❛❣+❛♠% ♦❢ "❤❡

❛❧✐❣♥♠❡♥"% Ai

DOL ❛❧%♦ ♣+♦✈✐❞❡% ♠❡❛♥% ❢♦+ ❝♦♠❜✐♥✐♥❣ ❛ ❞✐❛❣+❛♠ ♦❢ ♦♥"♦❧♦❣✐❡% ✐♥"♦ ❛ ♥❡✇ ♦♥✲

"♦❧♦❣②✱ %✉❝❤ "❤❛" "❤❡ %②♠❜♦❧% +❡❧❛"❡❞ ✐♥ "❤❡ ❞✐❛❣+❛♠ ❛+❡ ✐❞❡♥"✐✜❡❞✳ ❚❤❡ %②♥"❛① ♦❢

❝♦♠❜✐♥❛"✐♦♥% ✐% ♦♥"♦❧♦❣② ❖ ❂ ❝♦♠❜✐♥❡ ❉✱ ✇❤❡+❡ D ✐% ❛ ❞✐❛❣+❛♠✱ ♥❛♠❡❞ ♦+ %♣❡❝✐✲

✜❡❞ ❛% ❛❜♦✈❡✳ ❚❤❡ %❡♠❛♥"✐❝% ♦❢ ❛ ❝♦♠❜✐♥❛"✐♦♥ O ✐% "❤❡ ❝❧❛%% ♦❢ ♠♦❞❡❧% ♦❢ "❤❡ ❝♦❧✐♠✐"

♦♥"♦❧♦❣② ♦❢ "❤❡ ❞✐❛❣+❛♠ %♣❡❝✐✜❡❞ ✐♥ "❤❡ ❝♦♠❜✐♥❛"✐♦♥✳ ❯♥❞❡+ +❛"❤❡+ ♠✐❧❞ "❡❝❤♥✐❝❛❧

❛%%✉♠♣"✐♦♥%✱ "❤✐% ♠♦❞❡❧ ❝❧❛%% ❝❛♣"✉+❡% ❡①❛❝"❧② "❤❡ ♠♦❞❡❧% ♦❢ "❤❡ ❞✐❛❣+❛♠✳

✹✳✷ ❙②♥/❛① ♦❢ DOL ❆❧✐❣♥♠❡♥/)

DOL +❡♣+❡%❡♥"% "❤❡ ❣❡♥❡+❛❧ ❛❧✐❣♥♠❡♥" ❢♦+♠❛" ✐♥ ❛ %✐♠✐❧❛+ ✇❛② "♦ "❤❡ ❆❧✐❣♥♠❡♥" ❆B■

❬✼❪ ❛% ❢♦❧❧♦✇%✿

❛❧✐❣♥♠❡♥, ❆ ✿ O1 ,♦ O2 ❂

s11 REL
1 s12✱ . . .✱ sn1 REL

n sn2
❛11✉♠✐♥❣ ❉❖▼❆■◆

❡♥❞

✇❤❡+❡ O1 ❛♥❞ O2 ❛+❡ "❤❡ ♦♥"♦❧♦❣✐❡% "♦ ❜❡ ❛❧✐❣♥❡❞✱ si
1

❛♥❞ si
2

❛+❡ O1 ❛♥❞ +❡%♣❡❝✲

"✐✈❡❧② O2 %②♠❜♦❧%✱ ❢♦+ i = 1, . . . , n✱ si
1
REL

i si
2

✐% ❛ ❝♦""❡$♣♦♥❞❡♥❝❡ ✇❤✐❝❤ ✐❞❡♥"✐✜❡%

❛ +❡❧❛"✐♦♥ ❜❡"✇❡❡♥ "❤❡ ♦♥"♦❧♦❣② %②♠❜♦❧%✱ ✉%✐♥❣ ♦♥❡ ♦❢ "❤❡ %②♠❜♦❧% > ✭%✉❜%✉♠❡%✮✱ <

✭✐% %✉❜%✉♠❡❞✮✱ = ✭❡G✉✐✈❛❧❡♥"✮✱ % ✭✐♥❝♦♠♣❛"✐❜❧❡✮✱ ∈ ✭✐♥%"❛♥❝❡✮ ♦+ ∋ ✭❤❛% ✐♥%"❛♥❝❡✮

❛♥❞ ❉❖▼❆■◆ +❡❝♦+❞% ✇❤❡"❤❡+ %✐♥❣❧❡✱ ✐♥"❡❣+❛"❡❞ ♦+ ❝♦♥"❡①"✉❛❧✐%❡❞ %❡♠❛♥"✐❝% ✐% ✉%❡❞✱

✉%✐♥❣ "❤❡ ❝♦♥%"❛♥" ❙✐♥❣❧❡❉♦♠❛✐♥✱ ●❧♦❜❛❧❉♦♠❛✐♥ ❛♥❞ ❈♦♥"❡①"✉❛❧✐9❡❞❉♦♠❛✐♥ +❡✲

%♣❡❝"✐✈❡❧②✳

❇❡❢♦+❡ %"❛+"✐♥❣ "♦ ❛♥❛❧②%❡ "❤❡ "❤+❡❡ %❡♠❛♥"✐❝% ❢♦+ ◆❡❖# ✐♥ ♦✉+ %❡""✐♥❣✱ ✇❡ ❝❛♥

✜+%" ❞❡✜♥❡ "❤❡ ❞✐❛❣+❛♠ ♦❢ ❛ ◆❡❖ ✐♥ "❡+♠% ♦❢ "❤❡ ❞✐❛❣+❛♠% ♦❢ ✐"% ♣❛+"%✳

❉❡✜♥✐/✐♦♥ ✹✳ ❚❤❡ ❞✐❛❣"❛♠ ♦❢ ❛ ◆❡❖ S = {(Oi)i∈I , (Aij)i,j∈I} ✐$ ♦❜0❛✐♥❡❞ ❜② ♣✉00✐♥❣

0♦❣❡0❤❡" 0❤❡ ❞✐❛❣"❛♠$ ♦❢ ❛❧❧ ❛❧✐❣♥♠❡♥0$ Aij ✐0 ❝♦♥$✐$0$ ♦❢✳
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■!" ❝♦♥"!✐!✉❡♥!" ❛*❡ ♦❜!❛✐♥❡❞ ❛" ❢♦❧❧♦✇"✳ ❚❤❡ ♦♥!♦❧♦❣✐❡" O′

1
❛♥❞ O′

2
❝♦❧❧❡❝!✱ *❡"♣❡❝!✐✈❡❧②✱

❛❧❧ !❤❡ "②♠❜♦❧" s1 ❛♥❞ s2 !❤❛! ❛♣♣❡❛* ✐♥ ❛ ❝♦**❡"♣♦♥❞❡♥❝❡ s1REL s2 ✐♥ A✱ ❛♥❞ ❤❛✈❡

♥♦ "❡♥!❡♥❝❡"✳ ❚❤❡ ♠♦*♣❤✐"♠" ιi ❢*♦♠ O′

i !♦ Oi✱ ✇❤❡*❡ i = 1, 2✱ ❛*❡ ✐♥❝❧✉"✐♦♥"✳ ❚❤❡

♦♥!♦❧♦❣② B ✐" ❝♦♥"!*✉❝!❡❞ ❜② !✉*♥✐♥❣ !❤❡ ❝♦**❡"♣♦♥❞❡♥❝❡" ♦❢ !❤❡ ❛❧✐❣♥♠❡♥! ✐♥!♦ OWL

❛①✐♦♠"✳ ❚❤❡ ♠♦*♣❤✐"♠" σ1 ❛♥❞ σ2 ♠❛♣ !❤❡ "②♠❜♦❧" ♦❝❝✉**✐♥❣ ✐♥ ❝♦**❡"♣♦♥❞❡♥❝❡" !♦

!❤❡✐* ❝♦✉♥!❡*♣❛*! ✐♥ B✳ ❚❤❡ ❛❧✐❣♥♠❡♥! ✐" ✐❧❧✲❢♦*♠❡❞ ✇❤❡♥ ✐! ❝♦♥!❛✐♥" ❛♥ ❡;✉✐✈❛❧❡♥❝❡

❜❡!✇❡❡♥ "②♠❜♦❧" ♦❢ ❞✐✛❡*❡♥! ❦✐♥❞"✱ ♦* ✐❢ B ❢❛✐❧" !♦ ❜❡ ❛ ✇❡❧❧✲❢♦*♠❡❞ ♦♥!♦❧♦❣②✳

❊①❛♠♣❧❡ ✷✳ ❲❡ "#❛%# ❜② ❛❞❞✐♥❣ #❤❡ ❛""✉♠♣#✐♦♥ #❤❛# ✇❡ ❤❛✈❡ ❛ "❤❛%❡❞ ❞♦♠❛✐♥ ❢♦%

#❤❡ ♦♥#♦❧♦❣✐❡" ✐♥ #❤❡ ❛❧✐❣♥♠❡♥# ♦❢ ❊①✳ ✶✿

❛❧✐❣♥♠❡♥' ❆ : ❙ '♦ ❚ = . . .

❛))✉♠✐♥❣ ❙✐♥❣❧❡❉♦♠❛✐♥

❚❤❡ ❞✐❛❣%❛♠ ♦❢ ❆ ✐" #❤❡♥

S B T

S′

σ1

>>
ι1

__

T ′

ι2

>>
σ2

``

✇❤❡%❡ S′
❝♦♥"✐"#" ♦❢ #❤❡ ❝♦♥❝❡♣#" @❡*"♦♥ ❛♥❞ ❈❤✐❧❞ ❛♥❞ #❤❡ ✐♥❞✐✈✐❞✉❛❧ ❛❧❡① ❛♥❞ T ′

❝♦♥"✐"#" ♦❢ #❤❡ ❝♦♥❝❡♣#" ❍✉♠❛♥❇❡✐♥❣✱ ❊♠♣❧♦②❡❡ ❛♥❞ ▼❛❧❡✱ ι1 ❛♥❞ ι2 ❛%❡ ✐♥❝❧✉"✐♦♥"

❛♥❞ σ1 ❛♥❞ σ2 ♠❛♣✱ %❡"♣❡❝#✐✈❡❧②✱ @❡*"♦♥ ❛♥❞ ❍✉♠❛♥❇❡✐♥❣ #♦ @❡*"♦♥❴❍✉♠❛♥❇❡✐♥❣

❛♥❞ ❛❧❧ ♦#❤❡% ❝♦♥❝❡♣#" ❛♥❞✴♦% ✐♥❞✐✈✐❞✉❛❧" ✐❞❡♥#✐❝❛❧❧②✳

❚❤❡ ❜%✐❞❣❡ ♦♥#♦❧♦❣② B ✐"✿

♦♥'♦❧♦❣② ❇ = ❈❧❛))✿  ❡"#♦♥❴❍✉♠❛♥❇❡✐♥❣

❈❧❛))✿ ❊♠♣❧♦②❡❡

❈❧❛))✿ ▼❛❧❡

❈❧❛))✿ ❈❤✐❧❞ ❙✉❜❈❧❛))❖❢✿ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡)✿ ▼❛❧❡

❚❤❡ ❝♦❧✐♠✐# ♦♥#♦❧♦❣② ♦❢ #❤❡ ❞✐❛❣%❛♠ ♦❢ ❆ ✐"✿

♦♥'♦❧♦❣② ❈ = ❈❧❛))✿  ❡"#♦♥❴❍✉♠❛♥❇❡✐♥❣

❈❧❛))✿ ❊♠♣❧♦②❡❡

❈❧❛))✿ ▼❛❧❡ ❙✉❜❈❧❛))❖❢✿  ❡"#♦♥❴❍✉♠❛♥❇❡✐♥❣

❈❧❛))✿ ❈❤✐❧❞ ❙✉❜❈❧❛))❖❢✿ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡)✿ ▼❛❧❡,  ❡"#♦♥❴❍✉♠❛♥❇❡✐♥❣

✹✳✹ ■♥$❡❣'❛$❡❞ ❙❡♠❛♥$✐❝.

❈❛♣#✉%✐♥❣ ✐♥#❡❣%❛#❡❞ "❡♠❛♥#✐❝" ✐♥ DOL ✉"✐♥❣ ❢❛♠✐❧✐❡" ♦❢ ♠♦❞❡❧" ❝♦♠♣❛#✐❜❧❡ ✇✐#❤ ❛

❞✐❛❣%❛♠ ✐" ♠♦%❡ ❞✐✣❝✉❧#✱ ❛" ❝♦♠♣❛#✐❜✐❧✐#② ✇✐#❤ #❤❡ ❞✐❛❣%❛♠ ✐♠♣❧✐❡" ✉♥✐@✉❡♥❡"" ♦❢

#❤❡ ❞♦♠❛✐♥✳ ❚♦ %❡♠❡❞② #❤✐"✱ ✇❡ ✉"❡ %❡❧❛#✐✈✐"❛#✐♦♥ ♦❢ ❛♥ ♦♥#♦❧♦❣② ✇❤❡%❡ #❤❡ ✉♥✐✈❡%"❛❧

❝♦♥❝❡♣# ❜❡❝♦♠❡" ❛ ♥❡✇ ❝♦♥❝❡♣# ❛♥❞ #❤✉" ❝❛♥ ❜❡ ✐♥#❡%♣%❡#❡❞ ❛" ❛ "✉❜"❡# ♦❢ #❤❡ %❡❧❛✲

#✐✈✐"❡❞ ❞♦♠❛✐♥✳ ❘❡❧❛#✐✈✐"❛#✐♦♥" ❤❛✈❡ ♣%❡✈✐♦✉"❧② ❜❡❡♥ ✉"❡❞ ✐♥ ❞❡✜♥✐♥❣ ❈♦♠♠♦♥ ▲♦❣✐❝

♠♦❞✉❧❡" ❬✶✾❪ ♦% ✐♥ #❤❡ %❡✲❡♥❝♦❞✐♥❣ ♦❢ ❉❉▲ ✐♥#♦ ❖❲▲ ❬✻❪✳

❉❡✜♥✐$✐♦♥ ✻✳ ▲❡! O ❜❡ ❛♥ OWL ♦♥!♦❧♦❣②✳ ❲❡ ❞❡✜♥❡ !❤❡ %❡❧❛#✐✈✐"❛#✐♦♥ ♦❢ O✱ ❞❡♥♦!❡❞

Õ✱ ❛" ❢♦❧❧♦✇"✳ ❚❤❡ ❝♦♥❝❡♣!" ♦❢ Õ ❛*❡ !❤❡ ❝♦♥❝❡♣!" ♦❢ O !♦❣❡!❤❡* ✇✐!❤ ❛ ♥❡✇ ❝♦♥❝❡♣!✱

❞❡♥♦!❡❞ ⊤O✳ ❚❤❡ *♦❧❡" ❛♥❞ ✐♥❞✐✈✐❞✉❛❧" ♦❢ Õ ❛*❡ !❤❡ "❛♠❡ ❛" ✐♥ O✳ Õ ❝♦♥!❛✐♥" ❛①✐♦♠"

"!❛!✐♥❣ !❤❛!
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✕ ❡❛❝❤ ❝♦♥❝❡♣' C ♦❢ O ✐* *✉❜*✉♠❡❞ ❜② ⊤O✱

✕ ❡❛❝❤ ✐♥❞✐✈✐❞✉❛❧ i ♦❢ O ✐* ❛♥ ✐♥*'❛♥❝❡ ♦❢ ⊤O✱

✕ ❡❛❝❤ 3♦❧❡ r ❤❛* ✐'* ❞♦♠❛✐♥ ❛♥❞ 3❛♥❣❡✱ ✐❢ ♣3❡*❡♥'✱ ✐♥'❡3*❡❝'❡❞ ✇✐'❤ ⊤O✱ ♦'❤❡3✇✐*❡

'❤❡② ❛3❡ ⊤O✳

❛♥❞ '❤❡ ❛①✐♦♠* ♦❢ O ✇❤❡3❡ '❤❡ ❢♦❧❧♦✇✐♥❣ 3❡♣❧❛❝❡♠❡♥' ♦❢ ❝♦♥❝❡♣'* ✐* ♠❛❞❡✿

✕ ❡❛❝❤ ♦❝❝✉3❡♥❝❡ ♦❢ ⊤ ✐* 3❡♣❧❛❝❡❞ ❜② ⊤O✱ ❛♥❞

✕ ❡❛❝❤ ❝♦♥❝❡♣' ¬C ✐* 3❡♣❧❛❝❡❞ ❜② ⊤O ⊓ ¬C
✕ ❡❛❝❤ ❝♦♥❝❡♣' ∀R.C ✐* 3❡♣❧❛❝❡❞ ❜② ⊤O ⊓ ∀R.C✳

❊①❛♠♣❧❡ ✸✳ ❲❡ ❛❞❞ $❤❡ ❛&&✉♠♣$✐♦♥ $❤❛$ ✇❡ ❤❛✈❡ ❛ ❣❧♦❜❛❧ ❞♦♠❛✐♥ ✇❤❡2❡ $❤❡ ❞♦♠❛✐♥&

♦❢ $❤❡ ♦♥$♦❧♦❣✐❡& ✐♥ ♦✉2 ❛❧✐❣♥♠❡♥$ ❛2❡ ✐♥❝❧✉❞❡❞✿

❛❧✐❣♥♠❡♥' ❆ : ❙ '♦ ❚ = . . .

❛))✉♠✐♥❣ ●❧♦❜❛❧❉♦♠❛✐♥

❚❤❡ ❞✐❛❣2❛♠ ♦❢ ❆ ✐& $❤❡♥

S̃ B̃ T̃

S′

σ1

??
ι1

__

T ′

ι2

??
σ2

__

✇❤❡2❡ S′
❝♦♥&✐&$& ♦❢ $❤❡ ❝♦♥❝❡♣$& ThingS ✱ ;❡3*♦♥ ❛♥❞ ❈❤✐❧❞ ❛♥❞ $❤❡ ✐♥❞✐✈✐❞✉❛❧

❛❧❡① ❛♥❞ T ′
❝♦♥&✐&$& ♦❢ $❤❡ ❝♦♥❝❡♣$& ThingT ✱ ❍✉♠❛♥❇❡✐♥❣✱ ❊♠♣❧♦②❡❡ ❛♥❞ ▼❛❧❡✱ ι1

❛♥❞ ι2 ❛2❡ ✐♥❝❧✉&✐♦♥& ❛♥❞ σ1 ❛♥❞ σ2 ♠❛♣ ;❡3*♦♥ ❛♥❞ 2❡&♣❡❝$✐✈❡❧② ❍✉♠❛♥❇❡✐♥❣ $♦

;❡3*♦♥❴❍✉♠❛♥❇❡✐♥❣ ❛♥❞ ❛❧❧ ♦$❤❡2 ❝♦♥❝❡♣$& ❛♥❞✴♦2 ✐♥❞✐✈✐❞✉❛❧& ✐❞❡♥$✐❝❛❧❧②✳

❚❤❡ 2❡❧❛$✐✈✐&❛$✐♦♥& S̃ ❛♥❞ T̃ ♦❢ $❤❡ ♦♥$♦❧♦❣✐❡& ❙ ❛♥❞ ❚ ❛2❡

♦♥'♦❧♦❣② S̃ = ❈❧❛))✿ ThingS
❈❧❛))✿  ❡"#♦♥ ❙✉❜❈❧❛))❖❢✿ ThingS
■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡)✿  ❡"#♦♥✱ ThingS
❈❧❛))✿ ❈❤✐❧❞ ❙✉❜❈❧❛))❖❢✿ ThingS

♦♥'♦❧♦❣② T̃ = ❈❧❛))✿ ThingT
❈❧❛))✿ ❍✉♠❛♥❇❡✐♥❣ ❙✉❜❈❧❛))❖❢✿ ThingT
❈❧❛))✿ ▼❛❧❡ ❙✉❜❈❧❛))❖❢✿ ❍✉♠❛♥❇❡✐♥❣✱ ThingT
❈❧❛))✿ ❊♠♣❧♦②❡❡ ❙✉❜❈❧❛))❖❢✿ ThingT

❚❤❡ 2❡❧❛$✐✈✐&❡❞ ❜2✐❞❣❡ ♦♥$♦❧♦❣② ♦❢ ❛♥ ❛❧✐❣♥♠❡♥$ ✐& ❜✉✐❧$ ❜② 2❡❧❛$✐✈✐&✐♥❣ $❤❡ ❛①✐♦♠&

$❤❛$ 2❡&✉❧$ ❢2♦♠ $2❛♥&❧❛$✐♥❣ $❤❡ ❝♦22❡&♣♦♥❞❡♥❝❡& ♦❢ ❆ $♦ ❖❲▲ &❡♥$❡♥❝❡&✳ ❙✐♥❝❡ ✇❡

♠❛❞❡ $❤❡ ❛&&✉♠♣$✐♦♥ $❤❛$ ❡?✉❛❧✐&✐♥❣ ❢✉♥❝$✐♦♥& ❛2❡ ❛❧❧ ✐♥❝❧✉&✐♦♥&✱ $❤❡2❡ ✐& ♥♦ ♥❡❡❞ $♦

✐♥$2♦❞✉❝❡ ❡①♣❧✐❝✐$ &②♠❜♦❧& ❢♦2 $❤❡♠ ✐♥ $❤❡ ❜2✐❞❣❡ ♦♥$♦❧♦❣②✳ ■♥ ♦✉2 ❝❛&❡✱ $❤❡ ❜2✐❞❣❡

♦♥$♦❧♦❣② ♦❢ ❆ ✐&

♦♥'♦❧♦❣② B̃ = ❈❧❛))✿ ThingS ❈❧❛))✿ ThingT
❈❧❛))✿  ❡"#♦♥❴❍✉♠❛♥❇❡✐♥❣ ❙✉❜❈❧❛))❖❢✿ ThingS ✱ ThingT
❈❧❛))✿ ▼❛❧❡ ❈❧❛))✿ ❊♠♣❧♦②❡❡

❈❧❛))✿ ❈❤✐❧❞ ❙✉❜❈❧❛))❖❢✿ ThingT ❛♥❞ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡)✿ ▼❛❧❡
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❚❤❡ ❝♦❧✐♠✐( ♦♥(♦❧♦❣② ♦❢ (❤❡ -❡❧❛(✐✈✐0❡❞ ❞✐❛❣-❛♠ ♦❢ (❤❡ ❛❧✐❣♥♠❡♥( ✐♥ ❊①✳ ✶ ✐0✿

♦♥"♦❧♦❣② ❈ = ❈❧❛((✿ ❚❤✐♥❣❙

❈❧❛((✿ ❚❤✐♥❣❚

❈❧❛((✿ &❡()♦♥❴❍✉♠❛♥❇❡✐♥❣ ❙✉❜❈❧❛((❖❢✿ ❚❤✐♥❣❙✱ ❚❤✐♥❣❈

❈❧❛((✿ ▼❛❧❡ ❙✉❜❈❧❛((❖❢✿ &❡()♦♥❴❍✉♠❛♥❇❡✐♥❣

❈❧❛((✿ ❊♠♣❧♦②❡❡ ❙✉❜❈❧❛((❖❢✿ ❚❤✐♥❣❚

❈❧❛((✿ ❈❤✐❧❞ ❙✉❜❈❧❛((❖❢✿ ❚❤✐♥❣❙

❈❧❛((✿ ❈❤✐❧❞ ❙✉❜❈❧❛((❖❢✿ ❚❤✐♥❣❚ ❛♥❞ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡(✿ ▼❛❧❡✱ &❡()♦♥❴❍✉♠❛♥❇❡✐♥❣

✹✳✺ ❈♦♥&❡①&✉❛❧✐-❡❞ ❙❡♠❛♥&✐❝-

❍❡-❡ ✇❡ ♥❡❡❞ (♦ ✐♥(-♦❞✉❝❡ ❡①♣❧✐❝✐(❧② (❤❡ -❡❧❛(✐♦♥0 ❜❡(✇❡❡♥ (❤❡ ❞♦♠❛✐♥0 ✐♥ (❤❡ ❧❛♥✲

❣✉❛❣❡ ♦❢ (❤❡ ❜-✐❞❣❡ ♦♥(♦❧♦❣②✳ ❚❤❡ ❞✐❛❣-❛♠ ♦❢ (❤❡ ❛❧✐❣♥♠❡♥( ❤❛0 (❤✉0 (❤❡ 0❛♠❡ 0❤❛♣❡

❛0 ✐♥ ❉❡❢✳ ✺✱ ❜✉( ♥♦✇ (❤❡ ❜-✐❞❣❡ ♦♥(♦❧♦❣② ✐0 ❝♦♠♣✉(❡❞ ❞✐✛❡-❡♥(❧② ❛♥❞✱ ❛0 ✐♥ (❤❡ ♣-❡✲

✈✐♦✉0 0❡❝(✐♦♥✱ (❤❡ ♦♥(♦❧♦❣✐❡0 ❛-❡ -❡❧❛(✐✈✐0❡❞✳ ❲❡ ❞❡♥♦(❡ (❤❡ ❜-✐❞❣❡ ♦♥(♦❧♦❣② ❜② B ❛♥❞

❞❡✜♥❡ ✐( (♦ ♠♦❞✐❢② B ❛0 ❢♦❧❧♦✇0✿

✕ rji ✐0 ❛❞❞❡❞ (♦ B ❛0 ❛ -♦❧❡ ✇✐(❤ ❞♦♠❛✐♥ ⊤T ❛♥❞ -❛♥❣❡ ⊤S

✕ (❤❡ ❝♦--❡0♣♦♥❞❡♥❝❡0 ❛-❡ (-❛♥0❧❛(❡❞ (♦ ❛①✐♦♠0 ✐♥✈♦❧✈✐♥❣ (❤❡0❡ -♦❧❡0✿

• Ci = Cj ❜❡❝♦♠❡0 Ci ≡ ∃rji • Cj

• ai = aj ❜❡❝♦♠❡0 ai rji aj
• ai ∈ Cj ❜❡❝♦♠❡0 ai ∈ ∃rji • Cj

• Ci < Cj ❜❡❝♦♠❡0 Ci ⊑ ∃rji • Cj

• Ci%Cj ❜❡❝♦♠❡0 Ci ⊓ ∃rji • Cj = ∅
✕ (❤❡ ♣-♦♣❡-(✐❡0 ♦❢ (❤❡ rji ❛-❡ ❛❞❞❡❞ ❛0 ❛①✐♦♠0 ✐♥ B✳

❍❡-❡ ✇❡ ❛00✉♠❡ (❤❛( (❤❡ ❛❧✐❣♥♠❡♥( Aij ❝♦♥(❛✐♥0 ♥♦ ❝♦--❡0♣♦♥❞❡♥❝❡ (ri, rj , R)✱
✇❤❡-❡ ri ❛♥❞ rj ❛-❡ -♦❧❡0✳ ❍❛✈✐♥❣ 0✉❝❤ ❝♦--❡0♣♦♥❞❡♥❝❡0 ❧❡❛❞0 (♦ 0❡♥(❡♥❝❡0 (❤❛( ❝❛♥♥♦(

❜❡ ❡①♣-❡00❡❞ ✐♥ OWL✳

❊①❛♠♣❧❡ ✹✳ ❲❡ ❛❞❞ (❤❡ ❛00✉♠♣(✐♦♥ (❤❛( ✇❡ ❤❛✈❡ ❞✐✛❡-❡♥( ❞♦♠❛✐♥0 ❢♦- (❤❡ ♦♥(♦❧♦❣✐❡0✱

✇❤✐❝❤ ❛-❡ -❡❧❛(❡❞ ❜② ❞♦♠❛✐♥ -❡❧❛(✐♦♥0✿

❛❧✐❣♥♠❡♥" ❆ : ❙ "♦ ❚ = . . .

❛((✉♠✐♥❣ ❈♦♥"❡①"✉❛❧✐(❡❞❉♦♠❛✐♥

❚❤❡ ❞✐❛❣-❛♠ ♦❢ ❆ ✐0 (❤❡♥

S̃ B T̃

S′

σ1

??
ι1

__

T ′

ι2

??
σ2

__

✇❤❡-❡ (❤❡ ❝♦♥0(✐(✉❡♥(0 ♦❢ (❤❡ ❞✐❛❣-❛♠✱ ❡①❝❡♣( B✱ ❛-❡ ❛0 ❞❡✜♥❡❞ ✐♥ ❊①✳ ✸✳ ❚❤❡ ❜-✐❞❣❡

♦♥(♦❧♦❣② ♦❢ ❆ ♥♦✇ ❜❡❝♦♠❡0✿

♦♥"♦❧♦❣② B = ❈❧❛((✿ ❚❤✐♥❣❙

❈❧❛((✿ ❚❤✐♥❣❚

❖❜❥❡❝";<♦♣❡<②✿ rTS ❉♦♠❛✐♥✿ ❚❤✐♥❣❚ ❘❛♥❣❡✿ ❚❤✐♥❣❙

❈❧❛((✿ &❡()♦♥ ❊?✉✐✈❛❧❡♥"❚♦✿ rTS (♦♠❡ ❍✉♠❛♥❇❡✐♥❣

❈❧❛((✿ ❊♠♣❧♦②❡❡

❈❧❛((✿ ▼❛❧❡

❈❧❛((✿ ❈❤✐❧❞ ❙✉❜❈❧❛((❖❢✿ rTS (♦♠❡ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡(✿ rTS (♦♠❡ ▼❛❧❡
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❚❤❡ ❝♦❧✐♠✐( ♦♥(♦❧♦❣② ♦❢ (❤✐- ❞✐❛❣0❛♠ ✐-✿

♦♥"♦❧♦❣② ❈ = ❈❧❛((✿ ❚❤✐♥❣❙

❈❧❛((✿ ❚❤✐♥❣❚

❖❜❥❡❝"/0♦♣❡0②✿ rTS ❉♦♠❛✐♥✿ ❚❤✐♥❣❚ ❘❛♥❣❡✿ ❚❤✐♥❣❙

❈❧❛((✿ &❡()♦♥ ❊7✉✐✈❛❧❡♥"❚♦✿ rTS (♦♠❡ ❍✉♠❛♥❇❡✐♥❣

❈❧❛((✿ ▼❛❧❡ ❙✉❜❈❧❛((❖❢✿ &❡()♦♥❴❍✉♠❛♥❇❡✐♥❣

❈❧❛((✿ ❊♠♣❧♦②❡❡

❈❧❛((✿ ❈❤✐❧❞ ❙✉❜❈❧❛((❖❢✿ rTS (♦♠❡ ¬ ❊♠♣❧♦②❡❡

■♥❞✐✈✐❞✉❛❧✿ ❛❧❡① ❚②♣❡(✿ rTS (♦♠❡ ▼❛❧❡✱ &❡()♦♥

✹✳✻ ❚❤❡ &❤'❡❡ (❡♠❛♥&✐❝( ✐♥ ❉❖▲

■♥ (❤✐- -❡❝(✐♦♥ ❧❡( S = ((Oi)i∈I , (Aij)i,j∈I) ❜❡ ❛ ♥❡(✇♦0❦ ♦❢ OWL ♦♥(♦❧♦❣✐❡-✳ ❲❡

❞❡♥♦(❡ C(S) (❤❡ ❝♦❧✐♠✐( ♦♥(♦❧♦❣② ♦❢ (❤❡ ❞✐❛❣0❛♠ ❛--♦❝✐❛(❡❞ (♦ S✱ 0❡❣❛0❞❧❡-- ✐❢ (❤❡

❛--✉♠♣(✐♦♥ ❛❜♦✉( (❤❡ ❛❧✐❣♥♠❡♥(- ✐♥ S ✐- (❤❛( (❤❡② ✉-❡ -✐♥❣❧❡✱ ✐♥(❡❣0❛(❡❞ ♦0 ❝♦♥(❡①✲

(✉❛❧✐-❡❞ -❡♠❛♥(✐❝-✳ ❚❤❡ ♠♦❞❡❧ ❝❧❛-- ♦❢ C(S) ✐- ❞❡♥♦(❡❞ JC(S)K✳

❚❤❡♦'❡♠ ✶✳ ✶✳ ■❢ $❤❡ ❛❧✐❣♥♠❡♥$- ♦❢ S ✉-❡ ❙✐♥❣❧❡❉♦♠❛✐♥ ❛♥❞ $❤❡ ❞✐❛❣1❛♠ ♦❢ S ✐-

❝♦♥♥❡❝$❡❞✱ $❤❡♥ JC(S)K ✐- ✐♥ ❜✐❥❡❝$✐♦♥ ✇✐$❤ Modsim(S)✳
✷✳ ■❢ $❤❡ ❛❧✐❣♥♠❡♥$- ♦❢ S ✉-❡ ●❧♦❜❛❧❉♦♠❛✐♥✱ $❤❡♥ JC(S)K ✐- ✐♥ ❜✐❥❡❝$✐♦♥ ✇✐$❤ $❤❡

❝❧❛-- Modint(S) ♦❢ ✐♥$❡❣1❛$❡❞ ♠♦❞❡❧- ((mi), (γi)) ♦❢ S ✇❤❡1❡ γi ❛1❡ ✐♥❝❧✉-✐♦♥-✳

✸✳ ■❢ $❤❡ ❛❧✐❣♥♠❡♥$- ♦❢ S ✉-❡ ❈♦♥-❡①-✉❛❧✐0❡❞❉♦♠❛✐♥✱ $❤❡♥ JC(S)K ✐- ✐♥ ❜✐❥❡❝$✐♦♥

✇✐$❤ Modcon(S)✳

❉❖▲ ✐- -✉♣♣♦0(❡❞ ❜② ❖♥(♦❤✉❜ ✭❤--♣0✿✴✴♦♥-♦❤✉❜✳♦7❣✮✱ ❛ ❲❡❜✲❜❛-❡❞ 0❡♣♦-✐(♦0②

❡♥❣✐♥❡ ❢♦0 ♠❛♥❛❣✐♥❣ ❞✐-(0✐❜✉(❡❞ ❤❡(❡0♦❣❡♥♦✉- ♦♥(♦❧♦❣✐❡-✳ ❚❤❡ ❜❛❝❦✲❡♥❞ ♦❢ ❖♥(♦❤✉❜

✐- (❤❡ ❍❡(❡0♦❣❡♥❡♦✉- ❚♦♦❧ ❙❡( ❍❊❚❙ ❬✶✽❪ ✇❤✐❝❤ ✐- ✉-❡❞ ❢♦0 ♣❛0-✐♥❣✱ -(❛(✐❝ ❛♥❛❧②-✐-

❛♥❞ ♣0♦♦❢ ♠❛♥❛❣❡♠❡♥( ♦❢ ♦♥(♦❧♦❣✐❡-✳ ❍❊❚❙ -✉♣♣♦0(- ❛❧✐❣♥♠❡♥(- ❛♥❞ ❝♦♠❜✐♥❛(✐♦♥-✿

✐( ❣❡♥❡0❛(❡- (❤❡ ❞✐❛❣0❛♠ ♦❢ ❛♥ ❛❧✐❣♥♠❡♥( ❛❝❝♦0❞✐♥❣ (♦ (❤❡ ❛--✉♠♣(✐♦♥ ♦♥ (❤❡ ❞♦♠❛✐♥

❛♥❞ ❝❛♥ ❝♦♠♣✉(❡ ❝♦❧✐♠✐(- ♦❢ ❖❲▲ ♦♥(♦❧♦❣✐❡- ❛✉(♦♠❛(✐❝❛❧❧②✳

✺ ❈♦♥❝❧✉'✐♦♥' ❛♥❞ ❋✉,✉-❡ ❲♦-❦

❖✉0 (❤❡♦0❡(✐❝❛❧ ❝♦♥(0✐❜✉(✐♦♥- (♦ (❤❡ ❢♦✉♥❞❛(✐♦♥- ♦❢ ♦♥(♦❧♦❣② ❛❧✐❣♥♠❡♥( ❛♥❞ ❝♦♠❜✐✲

♥❛(✐♦♥ ❤❛✈❡ ❛ ♣♦(❡♥(✐❛❧❧② ❧❛0❣❡ ✐♠♣❛❝( ♦♥ ❢✉(✉0❡ ❛❧✐❣♥♠❡♥( ♣0❛❝(✐❝❡- ❛♥❞ 0❡❛-♦♥✐♥❣✳

❘❡❣❛0❞❧❡-- ♦❢ (❤❡ -❡♠❛♥(✐❝ ♣❛0❛❞✐❣♠ ❡♠♣❧♦②❡❞✱ ❵0❡❛-♦♥✐♥❣✬ ✇✐(❤ ❛❧✐❣♥♠❡♥(- ✐♥✈♦❧✈❡-

❛( ❧❡❛-( (❤0❡❡ ❧❡✈❡❧-✿ ✭✶✮ (❤❡ ✜♥❞✐♥❣✴❞✐-❝♦✈❡0② ♦❢ ❛❧✐❣♥♠❡♥(- ✭♦❢(❡♥ ❜❛-❡❞ ❤❡❛✈✐❧② ♦♥

-(❛(✐-(✐❝❛❧ ♠❡(❤♦❞-✮✱ ✭✷✮ (❤❡ ❝♦♥-(0✉❝(✐♦♥ ♦❢ (❤❡ ❛❧✐❣♥❡❞ ♦♥(♦❧♦❣② ✭(❤❡ ❵❝♦❧✐♠✐(✬✮✱ ❛♥❞

✭✸✮ 0❡❛-♦♥✐♥❣ ♦✈❡0 (❤❡ ❛❧✐❣♥❡❞ 0❡-✉❧(✱ 0❡-♣❡❝(✐✈❡❧② ❞❡❜✉❣❣✐♥❣ ❛♥❞ 0❡♣❛✐0✱ ❝❧♦-✐♥❣ (❤❡

❧♦♦♣ (♦ ✭✶✮✳ ❖✉0 ❝♦♥(0✐❜✉(✐♦♥- ✐♥ (❤✐- ♣❛♣❡0 ❛❞❞0❡-- ❧❡✈❡❧- ✭✷✮ ❛♥❞ ✭✸✮✳

❘❡❣❛0❞✐♥❣ ✭✷✮✱ ♣❧❛(❢♦0♠- -✉❝❤ ❛- ❇✐♦♣♦0(❛❧ ✭✇✐(❤ ❤✉♥❞0❡❞ (❤♦✉-❛♥❞- ♦❢ ♠❛♣✲

♣✐♥❣-✮ ✐❧❧✉-(0❛(❡ (❤❛( ♠❛♣♣✐♥❣- ❜❡(✇❡❡♥ ♦♥(♦❧♦❣✐❡-✱ ♦♥(♦❧♦❣② ♠♦❞✉❧❡-✱ ❛♥❞ (❤❡ ❝♦♥✲

❝❡♣(- ❛♥❞ ❞❡✜♥✐(✐♦♥- ❧✐✈✐♥❣ ✐♥ (❤❡♠✱ ❛0❡ ♦❢ ❣0❡❛( ✐♠♣♦0(❛♥❝❡ (♦ -✉♣♣♦0( 0❡✲✉-❡✳ ❚❤❡

✐♠♣♦0(❛♥❝❡ ♦❢ ❛❧✐❣♥♠❡♥( ❤❛- ❛❧-♦ ❜❡❡♥ ✇❡❧❧ ❞❡♠♦♥-(0❛(❡❞ ❢♦0 ❢♦✉♥❞❛(✐♦♥❛❧ ♦♥(♦❧♦✲

❣✐❡- ✐♥ (❤❡ 0❡♣♦-✐(♦0② ❘❖▼❯▲❯❙ ❬✶✸❪✳ ■♥ (❤❡ ❝❛-❡ ♦❢ ❇✐♦♣♦0(❛❧✱ (❤❡ ❉❖▲ ❧❛♥❣✉❛❣❡

❛❧❧♦✇- (♦ ❞❡❝❧❛0❛(✐✈❡❧② ♠❛♥❛❣❡ -❡(- ♦❢ ❛❧✐❣♥♠❡♥(-✱ ❛♥❞ (♦ ❣✐✈❡ ♣0❡❝✐-❡ -❡♠❛♥(✐❝-✳ ■♥

(❤❡ ❝❛-❡ ♦❢ ❘❖▼❯▲❯❙✱ ✐( ❛❧❧♦✇- (♦ ❛❧✐❣♥ ♦♥(♦❧♦❣✐❡- -✉❝❤ ❛- ❉♦❧❝❡ ♦0 ❇❋❖ ❡①♣0❡--❡❞

✐♥ ✜0-(✲♦0❞❡0 ❧♦❣✐❝ ✇✐(❤ ❖❲▲ ✈❡0-✐♦♥- ♦❢ (❤❡ -❛♠❡ ♦♥(♦❧♦❣②✳
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❘❡❣❛$❞✐♥❣ ✭✸✮✱ ❛❧✐❣♥♠❡♥. .♦♦❧0 0✉❝❤ ❛0 ▲♦❣▼❛♣ ❬✶✷❪ ❛♥❞ ❆▲❈❖▼❖ ❬✶✻❪ ❡♠♣❧♦②
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♠♦$❡ ❞❡.❛✐❧✳ ❖✉$ ❝♦♥0.$✉❝.✐♦♥ ❛00✉♠❡0 OWL ❛0 .❤❡ ❧♦❝❛❧ ❧♦❣✐❝ ♦❢ .❤❡ ♦♥.♦❧♦❣✐❡0❀ ❤♦✇✲
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♦❢ .❤❡ ♦♥.♦❧♦❣✐❡0✳ ❚❤✉0 ✇❡ ❝❛♥ $❡♠♦✈❡ .❤❡ $❡0.$✐❝.✐♦♥ ♦♥ ❝♦$$❡0♣♦♥❞❡♥❝❡0 ✐♥ .❤❡ ❝♦♥✲
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The Properties of Property Alignment

Michelle Cheatham and Pascal Hitzler

Data Semantics (DaSe) Laboratory, Wright State University, Dayton OH 45435, USA

Abstract. The performance of alignment systems on property matching

lags significantly behind that on class and instance matching. This work

seeks to understand the reasons for this and consider possible avenues

for improvement. The paper contains an in-depth exploration of the per-

formance of current alignment systems on the only commonly accepted

alignment benchmark that involves matches between properties. A sec-

ond benchmark involving properties is also proposed. Finally, an entirely

string-based approach targeted towards aligning properties is presented

and evaluated using both benchmarks.

1 Introduction

Previously, we conducted an analysis of the performance of string similarity
metrics on ontology alignment tasks [2]. One of the findings of that work was that
string metrics perform much worse on properties than on classes. Commonly used
preprocessing strategies such as stopword removal or consideration of synonyms
using WordNet were ineffective at improving performance.

Others have noted the challenge of aligning properties as well. For example,
this is stated without additional detail by Maedche and Staab in [7], while Per-
nelle et al. note that human experts had a more difficult time agreeing on when
properties match than on when classes do [11]. In this paper we build on previ-
ous work by considering the difference in performance of full-featured alignment
systems on properties versus classes (Section 2). In additional to overall perfor-
mance, we look at the false positives and false negatives commonly made by cur-
rent systems when aligning properties within the OAEI Conference track. Then,
because the Conference track is the only commonly used non-synthetic align-
ment benchmark that involves properties, we introduce a potential new bench-
mark to allow for verification of results in Section 3. In Section 4 we continue
our exploration of the limits of string-centric approaches for ontology alignment
by introducing an entirely string-based property alignment system and evaluat-
ing its results on both the Conference track and our newly-proposed secondary
benchmark. The results compare favorably to the best-performing string simi-
larity metric and PARIS, a full-featured alignment system.

2 OAEI Conference Track

The OAEI Conference track is the only established non-synthetic test set for
alignment systems that has reference alignments containing matches between
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System Class Prec Class Rec Class Fms Prop Prec Prop Rec Prop Fms

AML 0.86 0.62 0.72 1.00 0.20 0.33

AMLback 0.86 0.64 0.73 1.00 0.24 0.39

CIDER CL 0.46 0.59 0.52 0.07 0.22 0.11

HerTUDA 0.84 0.56 0.67 0.26 0.20 0.23

HotMatch 0.81 0.57 0.67 0.24 0.20 0.22

IAMA 0.87 0.55 0.67 0.14 0.07 0.09

LogMap 0.82 0.65 0.73 0.62 0.28 0.39

MapSSS 0.74 0.59 0.66 0.00 0.00 0.00

ODGOMS 0.87 0.55 0.67 0.32 0.26 0.29

ODGOMS1 2 0.81 0.66 0.73 0.32 0.26 0.29

ServOMap v104 0.74 0.65 0.69 0.00 0.00 0.00

StringsAuto 0.71 0.63 0.67 0.00 0.00 0.00

WeSeEMatch 0.85 0.54 0.66 0.50 0.02 0.04

WikiMatch 0.84 0.54 0.66 0.26 0.22 0.24

YAM++ 0.82 0.71 0.76 0.68 0.57 0.62

Average 0.79 0.60 0.68 0.36 0.18 0.21

Table 1. Performance of the top 2013 OAEI competitors on classes versus properties

properties as well as classes. Table 1 shows the results of the top 2013 OAEI
competitors on the Conference track, broken down into classes and properties1.
The average f-measure for classes is more than three times that for properties.

Table 2 presents the most common correct and incorrect property matches
identified by the participants in the 2013 OAEI, along with the valid property
matches that were most frequently omitted by those systems. The frequency col-
umn in the table indicates the number of alignment systems out of the 15 quali-
fying2 systems that produced (or failed to produce, in the case of false negatives)
each match. The first section of the table shows that the equivalent properties
that were most frequently correctly identified all have very high string similarity.
Unfortunately, the second section shows that high string similarity is also the
defining characteristic of the most common false positives. It may seem surpris-
ing that some of the matches in this section of the table are not valid. In some
cases the domain or range of the matched properties indicate that they are not
being used in the same way. For instance, the domain of cmt:name is the union
of Person and Conference whereas the domain of sigkdd:Name is only Person
and a separate property, Name of conference, is used to represent a conference’s
name. In other cases the match may make sense in isolation but would lead to
logical inconsistency of the merged ontology. Finally, we see in the last section
of the table that the properties involved in the most common false negatives
generally have a much lower string similarity, such as cmt:hasBeenAssigned and
ekaw:ReviewerOfPaper. In many of these cases, the domain and range of the
properties do have strong syntactic similarity however, e.g. Reviewer and Pa-
per for hasBeenAssigned and Possible Reviewer and Paper for reviewerOfPaper.
Further, there were some quite frequently missed equivalent properties that have

1
MapSSS and StringsAuto do not attempt to align properties

2
Those performing better than the basic edit-distance string metric
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strong clues in the labels themselves, such as cmt:writePaper and confOf:writes.
Of the 31 common false negatives, 13 have noticeable string similarity.

3 YAGO-DBPedia

In addition to the OAEI Conference test set, we would also like to analyze
the performance of alignment systems on properties from another real-world
alignment task. For this we have chosen DBPedia3 and YAGO.4 DBPedia is a
linked data version of the information in Wikipedia. The YAGO knowledge base
has been automatically extracted from Wikipedia, WordNet, and GeoNames by
researchers at the Max Planck Institute for Computer Science. Both DBPedia
and YAGO contain millions of instances and thousands of schema-level entities.
This scale is too large for many current alignment systems. We are specifically
interested in aligning the properties of these two datasets, so we have extracted
a cohesive subset of each one that will allow us to do this without requiring an
inordinately long runtime. This was done using the following procedure:

1. For each property in YAGO, randomly choose five facts that involve the
property. For properties with less than five facts, use all that are available.

2. Add the classes (type) of every instance mentioned in the facts from step 1.
3. Randomly add up to five other facts related to the instances from step 1.
4. Repeat step 2 for any additional instances added during step 3.
5. Compute the “closure” of this set of entities by recursively retrieving all

schema-related axioms related to any entity within our sample.

The procedure for creating the DBPedia sample was analogous, except that
instead of randomly choosing the facts in step 1, we selected facts with the same
instances as our YAGO sample when available. This is possible because, since
DBPedia and YAGO both represent information from Wikipedia, there is error-
free mapping of instances that point to the same Wikipedia page. When there
were no matching YAGO instances for the facts related to a particular DBPedia
property, we reverted to randomly choosing facts. The characteristics of these
dataset samples are shown in Table 3.

This dataset sample may be of use to other researchers, so we have made it
publicly available at http://www.michellecheatham.com/files/dbpedia-yago.zip.
It should be noted that DBPedia and YAGO have some idiosyncrasies. For in-
stance, many properties defined in the ontologies are never used or are incom-
pletely defined (e.g. missing domain or range definitions). Also, the definitions of
some properties are spread across a datatype property, which specifies the range,
and an annotation property, which specifies the domain. Furthermore, some of
the properties appear to be used inconsistently, or at least more broadly than
they are defined. For instance, in DBPedia we see that the instance HAL 9000

3
http://wiki.dbpedia.org/Downloads39

4
http://www.mpi-inf.mpg.de/departments/databases-and-information-

systems/research/yago-naga/
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Type Property 1 Property 2 Freq.

Correct cmt:email confOf:hasEmail 11

confOf:hasFirstName edas:hasFirstName 11

conference:has an email confOf:hasEmail 9

cmt:email conference:has an email 9

conference:has the last name edas:hasLastName 9

conference:has a review ekaw:hasReview 9

conference:has the first name edas:hasFirstName 9

conference:has the first name confOf:hasFirstName 9

False Positive iasted:pay sigkdd:pay 9

confOf:hasEmail edas:hasEmail 9

cmt:email edas:hasEmail 8

cmt:name sigkdd:Name 8

confOf:hasPhone edas:hasPhone 8

confOf:hasStreet edas:hasStreet 7

confOf:hasPostalCode edas:hasPostalCode 7

iasted:obtain sigkdd:obtain 7

confOf:hasTopic edas:hasTopic 7

conference:has an email edas:hasEmail 7

cmt:writtenBy confOf:writtenBy 7

False Negative cmt:hasBeenAssigned ekaw:reviewerOfPaper 15

cmt:assignExternalReviewer conference:invites co-reviewers 15

cmt:assignedByReviewer conference:invited by 15

edas:endDate sigkdd:End of conference 15

conference:is given by sigkdd:presentationed by 15

conference:has a...tutorial topic confOf:hasTopic 15

conference:contributes iasted:write 15

cmt:hasBeenAssigned confOf:reviewes 15

conference:gives presentations sigkdd:presentation 15

conference:has the last name confOf:hasSurname 15

cmt:assignedTo ekaw:hasReviewer 15

confOf:reviewes edas:isReviewing 15

confOf:hasSurname edas:hasLastName 15

conference:has a review expertise edas:hasRating 15

cmt:writtenBy ekaw:reviewWrittenBy 15

cmt:hasSubjectArea confOf:dealsWith 14

cmt:writePaper confOf:writes 14

edas:isReviewedBy ekaw:hasReviewer 14

cmt:hasAuthor confOf:writtenBy 14

confOf:writes edas:hasRelatedPaper 14

edas:hasCostAmount sigkdd:Price 14

cmt:assignedTo edas:isReviewedBy 14

edas:startDate sigkdd:Start of conference 14

cmt:hasConferenceMember edas:hasMember 14

cmt:hasBeenAssigned edas:isReviewing 14

edas:hasLocation ekaw:heldIn 14

edas:hasName sigkdd:Name of conference 14

edas:isReviewing ekaw:reviewerOfPaper 14

confOf:hasEmail sigkdd:E-mail 13

conference:has an email sigkdd:E-mail 13

conference:contributes ekaw:authorOf 13

Table 2. Most common correct, false positive, and false negative property matches

identified by alignment systems in the 2013 OAEI
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Dataset DBPedia YAGO

Classes 617 10962

Object Properties 1046 85

Data Properties 1407 37

Named Individuals 8685 1680

Datatypes 23 23

Annotations 77 125

Total Entities 11855 12912

Table 3. Characteristics of the DBPedia and YAGO samples

has a gender property with a value of male and that Eaglet (Alice’s Adventures
in Wonderland) has a gender value female. In some cases the gender property is
used differently, however: the instance Alexander has a gender property value of
Alexandra, and the value for Maine North High School is mixed-sex education.
While these issues can be a pain to work with, they are realistic concerns that
ontology alignment systems will need to face for many application scenarios.

There is currently no curated alignment of the properties in the DBPedia and
YAGO datasets. We would like to use the crowdsourcing approach described in
Section 4 based on Amazon’s Mechanical Turk system to create a complete ref-
erence alignment for the properties in these two datasets. It is not realistic to
crowdsource opinion on all possible pairs of properties, however. A set of poten-
tial mappings is needed to bootstrap the crowdsourcing effort. Unfortunately, not
many alignment systems have made results available for this pair of ontologies.
The developers of the PARIS alignment system are the exception – they have
produced and made public a set of subsumption relationships between proper-
ties [14]. We can consider the cases where subsumption relations between two
properties exist in both directions as indicative of an equivalence relation. We
will use these matches, together with those produced by a basic string similarity
metric and by our string-based property matcher described in the next section
to begin the process of crowdsourcing a viable reference alignment. Due to the
limited number of alignment approaches providing the potential matches to ver-
ify, this method will allow us to assess precision reasonably well but recall values
are likely to be less accurate. While less than ideal, this is a common method
of evaluation in the absence of an established reference alignment [6,14,12]. Me-
chanical Turk has previously been successfully used by other researchers for a
similar purpose – verifying relationships within biomedical ontologies [9].

4 String-based Property Alignment

In this section we present an entirely string-based approach to property align-
ment, which we will call PropString.5

Four strings are extracted for each property: the label, the core concept,
the domain, and the range. The label is simply the entity’s label. The core

5
http://michellecheatham.com/files/PropString.zip

17



concept is either the first verb in the label that is greater than four characters
long or, if there is no such verb, the first noun in the label, together with any
adjectives that modify that noun. For example, the label “wrote paper” has
the core concept “wrote” and the label “has corresponding author” has the
core concept “corresponding author.” We arrived at this technique through an
analysis of common naming patterns for properties. We used the Standford log-
linear part of speech tagger to compute the core concept [18]. The domain (resp.
range) string is a concatenation of the labels of any classes in the domain (resp.
range) of a property. The similarity of each of these four pairs of strings is then
computed using the Soft TF-IDF metric, which was the string metric shown in
[2] to have the best performance on properties.

While the vast majority of alignment systems use a string similarity metric,
they use them in different ways. One approach is to find highly precise “anchor”
matches which serve as the seed that the rest of the alignment grows out from.
Another approach is to use a string metric to filter out any obviously incorrect
matches in order to reduce computational complexity. This requires a string
metric with high recall. To address both of these use cases, the PropString ap-
proach can be run in two configurations: precision-oriented and recall-oriented.
In the precision-oriented mode, a pair of entities is considered a match if the
similarity values for their core concepts, domains, and ranges are all greater
than the threshold. In the recall-oriented mode, the pair is considered a match
if the similarity values for their core concepts or their domains and ranges are
greater than the threshold.

Allowing matches based solely on high similarity of domain and range in the
recall-oriented configuration results in very low precision unless further steps
are taken. We use a combination of two approaches to reduce the number of
false positives. The first is the calculation of the confidence value: this is done
by averaging the similarity values for the exact labels, their domains, and their
ranges. The second is that we keep a list of each entity that is considered a match
so far, along with the entity it maps to and the confidence value. Every time a new
potential match between properties is identified, its confidence value is checked
against any existing current matches involving those properties. If the new match
has a greater confidence value, the old match is removed in favor of the new
one, otherwise the new match is ignored. Using the exact label similarity when
computing the confidence values rather than the core concept eliminates the loss
of precision associated with extracting the core concept, effectively breaking any
ties in favor of the closer lexical matches. The effect of this approach is that
any properties with the same domain and range act as a filter, with the specific
match from that set chosen based on the actual property label.

4.1 Evaluation: Conference track

Table 4 shows the results of PropString on the OAEI Conference track. The sys-
tem was configured with a threshold of 0.9 and to only include matches in which
both entities were in the namespace of the ontologies to be matched (in accor-
dance with the OAEI guidelines). The results are compared with those of Soft
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System Precision Recall F-measure

PropString (prec) 1.0 0.26 0.41

PropString (rec) 0.34 0.5 0.4

Soft TF-IDF 0.2 0.24 0.22

Table 4. Results on the OAEI Conference track

TF-IDF with a threshold of 0.8. This was shown in [2] to be the best-performing
string metric for property alignment. It is evident that PropString greatly out-
performs Soft TF-IDF on this test set. The precision-oriented configuration of
PropString quintuples the precision of Soft TF-IDF (to a perfect 1.0) while main-
taining roughly the same recall. Analogously, the recall-oriented version doubles
the recall of Soft TF-IDF while still achieving noticeably better precision. The
f-measures for both the precision- and recall-oriented configurations are double
that of Soft TF-IDF.

We also conducted a series of tests which show that there are no redundant
aspects to the PropString metric: removing any element reduces performance. In
particular, removing the idea of extracting the core concept from property labels
has such a disastrous effect on recall that the precision-oriented configuration
becomes useless. Similarly, removing either the best match filter or using simple
label similarity for the confidence value rather than averaging label, domain,
and range similarity cuts precision in half in the recall-oriented configuration.
Consideration of domain and range in the similarity computation is shown to be
the key to this approach.

4.2 Evaluation: YAGO-DBPedia

We also evaluated the performance of PropString on the YAGO-DBPedia align-
ment task. We compare the performance of PropString to that of the basic
Soft TF-IDF similarity metric and the PARIS alignment system. PARIS is an
acronym for Probabilistic Alignment of Relations, Instances, and Schema. The
system approaches property alignment by considering the degree of overlap be-
tween the sets of instances involving each property [15].

There is no established reference alignment for the DBPedia and YAGO
ontologies. We begin the process of creating one by collecting the equivalent
property relationships generated by PropString, Soft TF-IDF, and PARIS and
using Amazon’s Mechanical Turk to verify their accuracy. In total, these three
approaches produced 133 unique equivalence matches that involved properties.
We formulated questions for each match of the form “Does property label A
mean the same thing as property label B?” Respondents were instructed to
choose one of four options: they mean the same thing, one is a more general or
more specific term than the other, they are related in some other way, or there
is no relation. We provided these more nuanced options rather than just yes
or no because we would like to eventually develop a reference alignment useful
for evaluating the performance of alignment systems that produce all types of
matches. There has been some debate in the alignment community on how to
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phrase questions to crowdsourcing participants in order to acquire good-quality
matches [13]. In order to provide some context, we provided information about
the domain and range of each property and up to five examples of instances with
values for each property.

The 133 matches were grouped into 19 sets of 7 questions each, and we paid
25 cents for each set. Preliminary testing showed that the general response on
these nuanced verification questions were not very reliable (others have indi-
cated problems with scammers for these tasks as well [9]). We therefore invited
only Turkers who had previously demonstrated good performance on alignment
verification tasks to participate in this one. There were ten of these individuals,
and we received input from 6 or 7 of them for each match.

Rather than requiring precise agreement on the type of relationship (if any)
for each potential match, it might make sense for our current purposes to con-
sider a weaker sense of agreement. One option is to consider two answers to be in
agreement if they both either indicate some relationship exists or they both con-
clude there is no relation between the two properties. In this case, if one person
indicated two entities are related in a sub/super relationship and another indi-
cated that they are equivalent, these answers would be considered in agreement.
Two answers would only be seen to disagree if one indicated there is no relation at
all and the other disagreed. This way of interpreting the results might be useful
for an alignment system if the results from this phase were being used to either
find all types of relationships between entities or to gather all possible matches
and use further processing to filter the set down to only equivalence relations.
We will call this “recall-oriented.” Figure 1 (top) shows the results of PARIS,
Soft TF-IDF, and PropString on the YAGO-DBPedia property alignment task
using this definition of correctness.

Another possible way to interpret the results is to consider two answers to
be in agreement only if they both conclude either that the entities are precisely
equivalent or that they are not equivalent. Using this viewpoint, if one person
indicated that two entities are related in a sub/super relationship and another
indicated that they are precisely equivalent, these answers would be seen as
disagreeing. If instead one person considered the match to be a sub/super rela-
tionship and another considered them to have no relationship at all, these two
individuals would be seen as in agreement because they both conclude that there
is no equivalence relationship. This interpretation may be useful if an alignment
system is attempting to find high-quality equivalence relations between entities,
which it may subsequently use as a seed for further processing. We will refer to
this as “precision-oriented.” Figure 1 (bottom) is analogous to Figure 1 (top)
but uses this precision-oriented definition of correctness.

The basic string metric Soft TF-IDF produces the highest precision, regard-
less of how correctness is measured. Further, that precision is 0.79 and .96 (de-
pending on evaluation approach), which is on par with the degree of agreement
among the Turkers on these matches. So we see that a straightforward string
metric can in some ways outperform more sophisticated alignment strategies. In
fact, PARIS and the precision-based configuration of PropString have such low
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Fig. 1. Results of the YAGO-DBPedia alignment task: Recall-oriented evaluation (top),

precision-oriented evaluation (bottom)

recall that they may not be of much utility for many application scenarios. This
is surprising considering the strong performance of this PropString configuration
on the properties within the Conference track.

Another thing to note from these results is the very strong performance of the
recall-based configuration of PropString, both relative to the other approaches
and in an absolute sense. When PropString is run in its recall configuration with
a threshold of 0.5, both the precision and recall are in the neighborhood of that
produced by much more complex alignment systems on the simpler task of class
equivalence in smaller test sets, such as the Conference track. Of course, the very
preliminary nature of the YAGO-DBPedia reference alignment must be kept in
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mind. More work, hopefully involving results produced by many other alignment
system on this pair of ontologies, is needed to confirm these results.

5 Related Work

The only existing work focused specifically on property matching of which we
are aware is the extensional approach described in [3] and the pattern-based
approach to finding complex mappings (i.e. matches involving more than two
entities) across ontologies that involve properties explored in [12]. However, there
is a large body of existing research on ontology alignment in general. A good
survey of current approaches can be found in [1].

There has also been some analysis of the particular characteristics of prop-
erties versus classes and instances in ontologies. For instance, [17] discusses
common part-of-speech naming patterns for different entity types. Situations
in which properties are often reified were considered in [10]. Additionally, it has
been shown that taxonomies of properties are much less common than those
of classes [17,10] and that some ontologies are class-centric while others are
property-centric (e.g. SeasonTicketHolder versus holdsSeasonTicket) [16]. These
characteristics may impact the performance on alignment systems on property
matching.

In 2002 Melnik and his colleagues developed a strategy called “similarity
flooding” to improve the performance of alignment systems [8]. This was adapted
for ontology alignment by the developers of RiMOM [5]. The basic idea is that
an initial pass is made through the datasets to establish a set of high preci-
sion anchor mappings, such as exact string matches. Then similarity values are
propagated to adjacent nodes. If the similarity value of two nodes reaches a
threshold, they are considered equivalent. This technique may improve the per-
formance on property alignment by leveraging the increased accuracy of class
and instance alignment. Suchanek et. al. recently applied this ontology-oriented
similarity flooding approach in their PARIS alignment system, which identifies
both equivalences and subsumptions for classes and properties [14]. They found
that while class alignments did not facilitate alignment of properties or instances,
there was significant interplay between the latter two. This was particularly true
for functional or nearly functional properties, in which any domain value maps
to only one range value.

There have been several attempts to modify the standard similarity flood-
ing approach to further improve the performance on property matching. For
example, comparison of instance data and datatype property range values can
be improved by using different similarity metrics for strings, dates, integers, etc.
[20]. Further, in deference to the difficulty of matching properties, it is possible
to propagate a fraction of the normal similarity values when adjacent properties
are compatible rather than definite matches. This is the approach taken in [11]
where compatibility for properties is defined as those with domains and ranges
that are either the same or subtypes of one another.
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The PropString algorithm’s consideration of the lexical similarity of the do-
main and range of properties is somewhat similar to the work by Vizenor and
his colleagues in [19]. Their approach, which is focused on the biomedical do-
main, used domain and range similarity as a sanity check on the alignment of
properties. PropString’s extraction of the “core concept” within property labels
based on parts of speech is somewhat related to more general NLP mapping
approaches, such as that found in [4].

6 Conclusions and Future Work

This work explored the performance of current ontology alignment systems on
property alignment using the OAEI Conference track as a benchmark. In addi-
tion, a second benchmark involving property matches was suggested. The paper
also introduced PropString, an entirely string-based approach to aligning prop-
erties. The performance of PropString was evaluated using both benchmarks
and was shown to be better than the best-performing string metric by a wide
margin. PropString also compared favorably to the PARIS alignment system on
the secondary benchmark, based on a crowdsourced evaluation of matches us-
ing Mechanical Turk. While the performance of PropString is encouraging, the
f-measure on property still lags that of classes, and more work needs to be done
in this area.

Several aspects of the work presented here require further validation. In
particular, additional experimentation regarding crowdsourcing reference align-
ments using Mechanical Turk needs to be done to verify the potential uses of
the approach. For instance, our preliminary results showed that general users
can often give good input on “yes or no” alignment verification tasks but that
more complex questions regarding the type of relationship between two entities
(e.g. equivalence, subsumption, inverse properties) is more difficult. It would be
useful to develop guidelines for when and how to qualify users for different types
of alignment tasks. More work in particular remains to be done in order to gen-
erate an established high-quality reference alignment for the YAGO-DBPedia
alignment task. In order to do this, we need to generate results on this ontology
pair using more alignment systems. These results can then be manually verified,
either through Mechanical Turk or by experts. Additionally, we would like to
incorporate the PropString approach into a full-featured alignment system and
evaluate the difference in performance.
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Abstract. The benefit of light-weight reasoning in ontology matching

has been recognized by a number of researchers resulting in alignment

repair systems such as Alcomo and LogMap. While the general benefit

of logical reasoning has been shown in principle, there is no systematic

empirical evaluation analyzing (i) the impact of completeness of the rea-

soning methods and (ii) whether approximate or optimal solutions to the

conflict resolution problem have to be preferred. Using standard bench-

mark data sets, we show that increasing the expressive power does im-

prove the matching results and that optimal resolution methods slightly

outperform approximate ones.

Keywords: ontology matching, expressiveness, alignment debugging

1 Introduction

Research in ontology matching has been strongly influenced by earlier results in
schema matching [19]. There are several approaches that aim at being universally
applicable across ontologies and database schemas by relying on a representation
of ontologies and schemas as directed graphs [1]. While various studies have ver-
ified the benefit of explicit, logical schema semantics such as description logics
and logical reasoning (e.g. [17]), there is only a limited number of approaches
that exploit schema semantics to improve matching results in a principled man-
ner. Early approaches exploiting the logical structure of class descriptions were
based on specialized similarity measures that take logical operators into account
(e.g. [2]). Additional methods avoid structural properties that mimic unwanted
reasoning results [6] or require user interaction [18]. More recently, a number of
approaches have been proposed that explicitly use ontological reasoning. Meil-
icke et al., for instance, compute and leverage logical inconsistencies to eliminate
conflicts between alignment hypotheses [11]. A related approach was proposed
by Jiménez-Ruiz et al. [7]. Additional debugging strategies remove incoherent
alignments during a post-processing step [20, 13]. Giunchiglia and colleagues use
reasoning over logic-based representations of class labels but solely focus on the
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problem of matching class hierarchies [4]. Most of these approaches exploit re-
stricted forms of reasoning so as to ensure the scalability to large models. While
these approaches demonstrated the benefits of logical reasoning for matching ex-
pressive ontologies, there has not been a systematic investigation of the impact
logical reasoning has on matching results. In particular, it is not obvious whether
more expressive reasoning methods provide more benefits than less expressive
ones. Furthermore, the impact of applying different strategies for resolving de-
tected logical conflicts, has not been analyzed in details. Within this paper we
report about experiments that shed light on both research questions. Another
systematic evaluation is provided in [8], where the authors focus on the need of
debugging and provide a comparison of two debugging systems, while we focus
on completeness and optimality.

The paper is structured as follows. In Section 2 we explain alignment inco-
herence and introduce the notion of completeness and optimality with respect to
alignment debugging. Moreover, we describe three existing debugging systems
that we use in our experiments. We discuss the setting of our experiments in
Section 3 with a focus on data sets and evaluation metrics. The results of these
experiments are presented in Section 4. We close with a discussion in Section 5.

2 Incoherence in Ontology Matching

Ontology Matching is the task of finding correspondences between entities of two
ontologies O1 and O2. According to [3], a correspondence between an entity e1
defined in O1 and an entity e2 defined in O2 is a 4-tuple 〈e1, e2, r, n〉 where r is a
semantic relation (such as equivalence), and n is a real-valued confidence value. A
set of correspondences is called an alignment. In line with most matching systems
and benchmarks, we focus on equivalence correspondences, i.e., (〈e1, e2,≡, n〉),
where the matched entities are either both classes or properties. However, the
overall approach can also be applied to any kind of axioms as long as these
axioms are supported by the debugging system (e.g., all three systems used in
our experiments support also subsumption axioms as correspondences).

An alignment A can be created by a human expert or by an automated
matching system. In both cases, A might include erroneous correspondences.
However, it is reasonable to assume that O1 and O2 do not contain erroneous
axioms. For that reason, an alignment A can be interpreted as a set of uncertain,
weighted equivalence axioms, while O1 ∪ O2 will comprise the certain axioms.
Merging A, O1, and O2 can then result into an incoherent ontology, i.e. some of
the classes of O1 or O1 might be unsatisfiable due to the additional information
encoded in A. The following example shows an incoherent alignment.

O1 = {Jaguar
1
⊑ Cat1, Cat1 ⊑ Animal1},

O2 = {Jaguar
2
⊑ Brand2, Animal2 ⊑ ¬Brand2}

A = {〈Jaguar
1
≡ Jaguar

2
, 0.9〉, 〈Animal1 ≡ Animal2, 0.95〉}

In this example the classes Jaguar
1
and Jaguar

2
are unsatisfiable in the merged

ontology. There are three possible ways to resolve this incoherence: (1) Dis-
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card both correspondences, (2) discard 〈Jaguar
1
≡ Jaguar

2
, 0.9〉, or (3) discard

〈Animal1 ≡ Animal2, 0.95〉. Obviously, we prefer (2) and (3) over (1). Moreover,
it seems to make more sense to remove the correspondence that is less confident,
i.e., the most reasonable decision is (2) given no further information is available.

However, with larger matching problems a solution to the debugging prob-
lem becomes more complex for two reasons. First, not all conflicts (= subsets
of correspondences resulting in incoherence) might be detected. This might be
caused by using an incomplete reasoning technique, for example, because only
a certain type of axioms are analyzed. Second, the detected conflicts might be
overlapping and there are several ways to resolve the incoherence. In such a sit-
uation a solution should be preferred that removes as less confidence as possible.
We call such a solution an optimal solution and define it as a subset ∆ ⊆ A
such that A \ ∆ is coherent and there exist no other ∆∗ such that A \ ∆∗ is
coherent and

∑
c∈∆ conf(c) >

∑
c∈∆∗ conf(c). This definition corresponds to

the definition of a global optimal diagnosis given in [9].
Note that optimality and completeness are independent characteristics of a

debugging system. It is possible to construct a debugging system that is complete
in terms of reasoning but cannot guarantee the optimality of the solution, while it
is also possible to construct a system that is incomplete and optimal, in the sense
that the solution is optimal with respect to all detected conflicts, even though
these conflicts are only a subset of all conflicts due to the incompleteness. Note
also that the notion of optimality is a technical notion, i.e., an optimal solution
might not always be the best solution in terms of precision and recall.

3 Experimental Set-Up

3.1 Datasets

The ontologies we use for the experiments are from the ontology alignment
evaluation initiative (OAEI) [5]. We selected the conference and the large

Biomed ontologies because these benchmarks are not artificially created (unlike,
for instance, the benchmarks dataset), are not focused on a narrow alignment
problem (unlike, for instance, the multifarm dataset which is concerned with
multilingual ontology matching), and provide coherent reference alignments.
Moreover, the size of the large Biomed ontologies allows us to assess the
scalability of the presented approach.

The conference dataset consists of 15 ontologies which model the domain
of conference organization [21]. The number of classes, properties, and axioms
of a particular type of 7 ontologies are listed in Table 1 ordered by increasing
expressiveness. Every row in the table, with the exception of the last row, corre-
sponds to one expressiveness level we used for the experiments (see Section 4.1).
For the 7 listed ontologies, reference alignments were created for each possible
pair, resulting in 21 ontology pairs with a reference alignment.

Since the ontologies in the Conference dataset are relatively small, we also
performed experiments with the large BioMed ontologies. The corresponding
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classes 36 60 38 104 77 140 49

properties 59 64 36 50 33 41 28

subsumption 25 49 33 84 71 132 41

+ disjointness 52 63 76 491 145 133 41

+ domain and range restrictions 149 149 100 543 184 193 73

+ all other EL
++

axioms 263 331 293 865 309 505 186

every axiom 318 408 335 903 341 539 193

Table 1. Number of classes, properties, and axioms of the conference ontologies.

data set consists of the Foundational Model of Anatomy (fma)3, National Cancer
Institute Thesaurus (nci)4, and SNOMED clinical terms5 ontologies. Semanti-
cally rich and with thousands of classes, the problem of aligning these ontologies
is one of the computationally most challenging in the OAEI campaign. For the
2013 OAEI campaign, only 12 out of 21 participating system configurations
were able to compute results for the three combinations. We used the “small
fragment” matching problems of the track. For more details on these data sets
we refer the reader to the OAEI track website6. The properties of the ontologies
are summarized in Table 2.

3.2 Alignment Aggregation

For each of the matching tasks described above, there are several alignments
available that have been generated by different matching system. We decided to
aggregate these alignment for each matching task in a preprocessing step. Thus,
we can work with large input alignments and can avoid an additional subsequent
aggregation of the debugging results. We aggregated the results of all matchers
participating in the 2013 OAEI campaign. For the conference benchmark,
we included all matchers which performed better than the string equality base-
line [5]. For the large BioMed benchmark, we included the results of the 6
matchers which were able to compute a solution for every combination [5]. The
participants in the large BioMed track were allowed to submit results for dif-
ferent settings of their system. We always used the best results of each system
in terms of f-measure.

The method of alignment aggregation resembles the approach described in [9].
For each pair of ontologies, we union the alignments A1, . . . ,Ai, . . . ,An of each
matching system i to one alignment A. To that end, we first span the confidence
values w of each correspondence 〈w, a〉 in alignment Ai to the range of (0, 1].
This ensures that the confidence values of the individual matchers are scaled
identically. We then compute the aggregated a-priori confidence values for a

3 http://sig.biostr.washington.edu/projects/fm/
4 http://ncit.nci.nih.gov/
5 http://www.ihtsdo.org/index.php?id=545
6 http://www.cs.ox.ac.uk/isg/projects/SEALS/oaei/2013/
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classes 3696 10157 6488 23958 13412 51128

properties 24 24 63 82 18 51

subsumption 3693 10154 4917 18946 16287 31299

+ disjointness 3732 10196 5022 19099 16287 31299

+ domain and range restrictions 3732 10196 5130 19233 16287 31299

+ all other EL
++

axioms 7521 20449 14269 50218 33673 122221

every axiom (without annotations) 7548 20478 15634 54452 47104 122221

Table 2. Number of classes, properties, and deterministic axioms of the large

BioMed ontologies. For each ontology there exists two fragments. In case of the fma

ontology, for example, one fragment contains the axioms overlapping with the nci on-

tology and one fragment contains the axioms overlapping with the snomed ontology.

correspondence as the normalized sum of all a-priori confidences of that corre-
spondence. The average size of one alignment for the conference benchmark
is 42 ranging from at least 29 to at most 60 correspondences. For the large

BioMed benchmark, we obtain 3396 correspondences for the ontology pair nci
and fma; 10760 for the pair fma and snomed; and 18842 for snomed and nci.

3.3 Debugging Systems

In our evaluation we present results for the debugging systems ELog, LogMap

and Alcomo that we apply on the ontologies and alignments described so far.

– ELog [16] is a reasoner for log-linear description logics, which offers com-
plete reasoning capabilities for EL++. ELog can be used for debugging
ontology alignments (details can be found in [15]). Since ELog transforms
the debugging problem to finding the MAP state of a Markov Logic Network,
it guarantees the optimality of the solution, i.e., the MAP state corresponds
to an optimal solution. However, ELog is not complete with respect to the
full expressiveness of OWL DL.

– LogMap [7] is a matching system including a component for alignment
debugging. In our experiments we report only about applying this component
and refer to it, for the sake of simplicity, as LogMap. This component
translates the ontologies into a set of Horn clauses and applies the linear
Dowling-Gallier algorithm for propositional Horn satisability multiple times
for repairing. The algorithm is not optimal and to our knowledge also not
complete against the OWL DL profile. LogMap is known to be the most
efficient debugging tool currently available (see for example [8]).

– Alcomo [9] has specifically been developed for the purpose of debugging
ontology alignments. Alcomo can be used in a setting that ensures the com-
pleteness (for OWL DL) and the optimality of the solution. The optimality
of the solution is guaranteed by applying an exhaustive search algorithm to
check potential solutions. However, this setting is applicable only to small
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matching problems. Using a lightweight setting, Alcomo can also be ap-
plied to larger matching problems loosing both the features of optimality
and completeness.

3.4 Metrics

F-Measure Precision and recall of an alignment A measure the correctness
of A and the completeness of A, respectively. Both measures are defined with
respect to a given reference alignment or gold standard G. The F-measure is the
harmonic mean of precision an recall. Precision P , recall R, and F-measure F

can be formally defined as

P =
|A ∩ G|

|A|
, R =

|A ∩ G|

|G|
, and F =

2 · P ·R

P +R
.

Number of Unsatisfiable Classes The number of unsatisfiable classes is pro-
posed as a quality measure for ontology matching in [10]. It refers to the number
of classes that are unsatisfiable in the merged ontology A ∪ O1 ∪ O2 where O1

and O2 are the matched ontologies and A is the alignment between them. The
smaller the number of unsatisfiable classes the higher the quality of the align-
ment. We computed the number of unsatisfiable classes with the HermiT [12]
reasoner since it is known from previous work [8] that HermiT outperforms
other reasoners in the computation of unsatisfiable classes. Unfortunately, we
were not able to compute the unsatisfiable classes for the nci and snomed pair
under 5 hours and, thus, cannot provide the number of unsatisfiable classes for
the large BioMed benchmark.

The conference benchmark experiments were performed on a virtual ma-
chine with 8 GB RAM and 2 cores with 2,4 Ghz. The large BioMed experi-
ments were executed on a virtual machine with 60 GB RAM and 2 cores.

4 Experimental Results

4.1 Expressiveness

Within this section we report about experiments that include axiom types with
increasing expressiveness. Within these experiments we use the ELog debug-
ging system. For the lowest level of expressiveness, we only include subsumption
axioms A ⊑ B. For the second level, we add disjointness axioms A ⊓ B ⊑ ⊥.
For the third level, we include domain and range restrictions. Finally, for the
most expressive level, we include all axioms representable with the DL EL++.
The size of the resulting ontologies is shown in Table 1 and 2 presented in the
previous section. The ELog debugging system is complete with respect to each
of the resulting matching problems. However, with this approach we simulate
different types of debugging systems that are restricted to exploit different lev-
els of expressiveness. For example, on the second level we simulate a debugging
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Fig. 1. Results for the conference benchmark. With increasing expressiveness, F-

measure and runtime (in seconds) are increasing. Contrary, the incoherent classes de-

crease. This effects are stronger for lower thresholds since more conflicts occur. For

thresholds lower than 0.12 the hermiT reasoner failed in computing the number of

incoherent classes. In total, the conference benchmark contains 2.973 classes.

system that bases its reasoning techniques only on the inter-dependencies be-
tween subsumption and disjointness axioms. Note that we analyze results for the
ontologies in their full expressiveness in the subsequent section.

Figure 1 and Figure 2 depict the results for the various levels of expressiveness
and for different thresholds for the conference and large BioMed bench-
marks, respectively. The x-axis shows the different thresholds that we applied
prior to the debugging step. The results show that the differences between the
various levels are less pronounced for lower thresholds. Hence, we put a special
emphasis on the threshold areas below 0.2 (for the conference benchmark) and
below 0.7 (for the large BioMed benchmark) since results for higher thresh-
olds were nearly identical. Please note that in Figure 1 the stepsize in each chart
changes at threshold 0.2 from 0.01 to 0.1 since, beyond that threshold, there are
only very few logical conflicts.

We observe a positive correlation between increased expressiveness and F-
measure scores. Considering only subsumption axioms results in lower scores
compared to the setting with additional disjointness axioms. Even higher F-
measures scores are achieved if domain and range restrictions are taken into
account. The highest F-measure scores are obtained if we incorporate all EL++

axioms. This holds also true for the choice of a well-suited threshold in the range
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Fig. 2. Results for the large BioMed benchmark. With increasing expressiveness, F-

measure scores and running time (in seconds) are increasing. These effects are stronger

for lower thresholds since more conflicts occur. We do not provide the number of

incoherent classes because the hermiT reasoner did not terminate within 5 hours.

of 0.15 to 0.2 in case of the conference benchmark, where we clearly observe
the benefits of exploiting the full expressiveness of EL++.

As expected, the number of unsatisfiable classes (center figure of Figure 1)
is higher for settings with decreased expressiveness. For the subsumption only
configuration, we observe the highest number of unsatisfiable classes in the final
alignment. On the other hand, there are only few unsatisfiable classes for the
EL++ setting. Aside from the F-measure results, this is another indication of an
improved alignment quality. The reason why we obtain unsatisfiable classes at all
for EL++ expressiveness is that the expressiveness of our underlying ontologies
is higher than EL++. In case of the large BioMed benchmark the Hermit

reasoner was not able to determine the number of unsatisfiable classes within 5
hours. Thus, we do not provide a graphic for this benchmark.

Also as expected, we observe an increase in running time (right figures) when
the number of resolved conflicts increases, since runtimes are higher for low
thresholds. Furthermore, runtimes also increase with increasing expressiveness.
This is in line with our expectation, because a higher level of expressiveness
results also in the generation of a more complex optimization problem that
needs to be solved when computing the most probable coherent ontology query.

In summary, the results show that the alignment quality increases with an
increase in expressiveness. F-measure scores are higher and the number of un-
satisfiable classes is lower if expressiveness increases. We can also conclude that
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Fig. 3. Results for ELog compared with other approaches on the conference bench-

mark. For lower thresholds, optimal approaches achieve a higher F-measure than ap-

proximate approaches but require a longer runtime. The number of unsatisfiable classes

is low (1.7% or lower) for all systems. For thresholds lower than 0.12 the hermiT rea-

soner failed in computing the number of incoherent classes. In total, the conference

benchmark contains 2.973 classes. Runtimes are given in seconds.

a debugging system that is more complete in terms of the supported expressivity
will generate better results compared to a less complete system. Runtimes, how-
ever, increase with higher expressiveness. This shows a trade-off between runtime
and alignment quality depending on the choice of the supported expressiveness.

4.2 Approximate vs. optimal solutions

In this section, we experimentally address the question if optimal algorithms lead
to higher quality than approximate algorithms. To that end, we compare the
log-linear description logic system ELog and the optimal algorithm of Alcomo

against the approximate algorithms of LogMap and Alcomo.7

The results for the conference and large BioMed benchmark are de-
picted in Figure 3 and Figure 4, respectively. Again, we focus on the discussion

7
Alcomo can be executed in different settings. We refer to the setting using the

parameters METHOD OPTIMAL/REASONING COMPLETE as optimal algorithm. We refer to

the setting METHOD GREEDY/REASONING EFFICIENT as approximate algorithm. How-

ever, this settings is both incomplete and does not generate an optimal solution.
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Fig. 4. Results for ELog compared with other approaches on the large BioMed

benchmark. For lower thresholds, optimal approaches achieve a higher F-measure than

approximate approaches but require a longer runtime. We do not provide the number

of incoherent classes because the hermiT reasoner did not terminate within 5 hours.

Runtimes are given in seconds.

of results for thresholds below 0.2 (for the conference benchmark) and 0.7
(for the large BioMed benchmark).

The system ELog and the optimal algorithm of Alcomo gains the highest
F-measure scores (left figures). The approximate algorithms of Alcomo and
LogMap reach lower F-measure scores. The difference in F-measure results be-
tween ELog and the optimal algorithm of Alcomo is due to the fact that the
associated optimization problems often have more than one solution. Each of this
optimal solution has the same objective, i.e. the confidence total of the resulting
alignments is the same, but sometimes different F-measure scores. Thus, ELog
might choose a different optimum than the optimal algorithm of Alcomo.

ELog has the highest number of unsatisfiable classes (center figure of Fig-
ure 3) of all three algorithms. However, having 53 inconsistent classes is only
1.7% compared to the total sum of classes of 2,973. As explained above, ELog
is complete only for EL++. Thus, all inconsistencies were caused from axioms
which are out of the scope of EL++. The results indicate that the restricted ex-
pressivity seems to be less important than the optimality of the solution, since
ELog generates at the same time results with the best F-measure.
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The approximate algorithms of LogMap and Alcomo are more efficient, es-
pecially for lower thresholds. In case of the conference benchmark, ELog out-
performs the approximate Alcomo algorithm for thresholds higher than 0.15.
Except for the thresholds of 0.11 and 0.12, the exact Alcomo algorithm is slower
than ELog and does not terminate within one hour for thresholds below 0.09.
For the large BioMed benchmark, the approximate algorithms are faster. For
thresholds below 0.7 the exact Alcomo algorithm does not terminate within one
hour. LogMap achieves by far the best runtime results, which is also supported
by the results reported in [8]. This is (at least partially) caused by incomplete
reasoning and non-optimal conflict resolution techniques.

The non-optimal variant of Alcomo and LogMap generate very similar
alignments. This becomes obvious when comparing the F-measure scores pre-
sented in the left plots of Figure 3 and 4. Obviously, the systems show a similar
bevaviour and seem to apply a similar conflict resolution strategy. The same ob-
servation can be made for the optimal variant of Alcomo and ELog. Thus, the
distinction between optimal and non-optimal algorithms becomes visible in the
threshold/F-measure plots, which supports the importance of this distinction.

Overall, we can conclude that optimal systems achieve higher F-measure
scores than the approximate algorithms. With respect to runtime, the approxi-
mate algorithms are faster than the optimal approaches. In particular LogMap

outperforms all other systems. Furthermore, ELog has shorter runtimes than
the optimal algorithm of Alcomo. This is remarkable since LogMap and Al-

como are specialized on ontology matching. They leverage the fact that weighted
axioms can only occur between ontologies and that those axioms are either sub-
sumption or equivalence axioms.

5 Conclusions

Our experiments indicate that an increase in expressiveness leads to an increase
in F-measure scores. Furthermore, the comparison of approximate and optimal
ontology alignment repairing systems shows that optimal approaches achieve
better F-measure scores. However, we observe a trade-off between F-measure and
runtime. Runtimes are longer for higher expressiveness and optimal approaches
have, on average, longer runtimes than approximate approaches. Thus, we advice
users to employ optimal approaches for non-time critical data integration tasks. If
real-time ontology alignment is required, we recommend the use of approximate
approaches combined with reasoning techniques that might be incomplete.
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Abstract. Over the last years, time-efficient approaches for the discovery of

links between knowledge bases have been regarded as a key requirement towards

implementing the idea of a Data Web. A considerable portion of the information

contained available as RDF on the Web pertains to persons. Thus, efficient and

effective measures for comparing names are central to facilitate the integration

of information about persons on the Web of Data. The Jaro-Winkler measure has

been developed especially for the purpose of comparing person names. Hence,

we present a novel approach for the efficient comparison of sets of strings using

this measure. We evaluate our approach on several datasets derived from DBpe-

dia 3.9 and containing up to 10
5 strings and show that it scales linearly with the

size of the data for large thresholds. We also evaluate our approach against SILK

and show that we outperform it even on small datasets.

1 Introduction

The Linked Open Data Cloud (LOD Cloud) has developed to a compendium of more

than 2000 datasets over the last few years.1 Currently, data sets pertaining to more than

14 million persons have already been made available on the Linked Data Web.2 While

this number is impressive on its own, it is well known that the population of the planet

has surpassed 7 billion people. Hence, the Web of Data contains information on less

that 1% of the overall population of the planet (counting both the living and the dead).

The output of open-government movements,3 scientific conferences,4 health data5 and

similar endeavours yet promises to make massive amounts of data pertaining to per-

sons available in the near future. Dealing with this upcoming increase of the number of

person-related resources requires providing means to integrate these datasets with the

aim to facilitate statistical analysis, data mining, personlization, etc. However, while the

1 See http://stats.lod2.eu for an overview of the current state of the Cloud. Last ac-

cess: July 11th, 2014.
2 Data collected from http://stats.lod2.eu. Last access: July 11th, 2014.
3 See for example http://data.gov.uk/.
4 See for example http://data.semanticweb.org/
5 http://aksw.org/Projects/GHO
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number of datasets on the Linked Data Web grows drastically, the number of links be-

tween datasets still stagnates.6 Addressing this lack of links requires solving two main

problems: the quadratic time complexity of link discovery (efficiency) and the auto-

matic support of the detection of link specifications (effectiveness). In this paper, we

address the efficiency of the execution of bounded Jaro-Winkler measures,7 which are

known to be effective when comparing person names [10]. To this end, we derive equa-

tions that allow discarding a large number of computations while executing bounded

Jaro-Winkler comparisons with high thresholds.

The contributions of this paper are as follows:

1. We derive length- and range-based filters that allow reducing the number of strings

t that are compared with a string s .

2. We present a character-based filter that allows detecting whether two strings s and

t share enough resemblance to be similar according to the Jaro-Winkler measure.

3. We evaluate our approach w.r.t. to its runtime and its scalability with several thresh-

old settings and dataset sizes.

The rest of this paper is structured as follows: In Section 2, we present the problem

we tackled as well as the formal notation necessary to understand this work. In the sub-

sequent Section 3, we present the three approaches we developed to reduce the runtime

of bounded Jaro-Winkler computations. We then evaluate our approach in Section 4.

Related work is presented in Section 5, where we focus on approaches that aim to im-

prove the time-efficiency of link discovery. We conclude in Section 6. The approach

presented herein is now an integral part of LIMES.8

2 Preliminaries

In the following, we present some of the symbols and terms used within this work.

2.1 Link Discovery

In this work, we use link discovery as a hypernym for deduplication, record linkage,

entity resolution and similar terms used across literature. The formal specification of

link discovery adopted herein is tantamount to the definition proposed in [16]: Given

a set S of source resources, a set T of target resources and a relation R, our goal is

to find the set M ⊆ S × T of pairs (s, t) such that R(s, t). If R is owl:sameAs,

then we are faced with a deduplication task. Given that the explicit computation of

M is usually a very complex endeavour, M is most commonly approximated by a set

M ′ = {(s, t, δ(s, t)) ∈ S × T × R
+ : σ(s, t) ≥ θ}, where σ is a (potentially com-

plex) similarity function and θ ∈ [0, 1] is a similarity threshold. Given that this problem

is in O(n2), using naı̈ve algorithms to compare large S and T is most commonly im-

practicable. Thus, time-efficient approaches for the computation of bounded measures

6 http://linklion.org
7 We use bounded measures in the same sense as [13], i.e., to mean that we are only interested

in pairs of strings whose similarity is greater than or equal to a given lower bound.
8 http://limes.sf.net
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have been developed over the last years for measures such as the Levenshtein distance,

Minkowski distances, trigrams and many more [15].

In this paper, we thus study the following problem: Given a threshold θ ∈ [0, 1] and

two sets of strings S and T , compute the set M ′ = {(s, t, δ(s, t)) ∈ S × T × R
+ :

σ(s, t) ≥ θ}. Two categories of approaches can be considered to improve the runtime

of measures: Lossy approaches return a subset M ′′ of M ′ which can be calculated

efficiently but for which there are no guarantees that M ′′ = M ′. Lossless approaches

on the other hand ensure that their result set M ′′ is exactly the same as M ′. In this

paper, we present a lossless approach. To the best of our knowledge, only one other

link discovery framework implements a lossless approach that has been designed to

exploit the bound defined by the threshold θ to ensure a more efficient computation of

the Jaro-Winkler distance, i.e., the SILK framework with the approach MultiBlock [9].

We thus compare our approach with SILK 2.6.0 in the evaluation section of this paper.

2.2 The Jaro-Winkler Similarity

Let Σ be the set of all the strings that can be generated by using an alphabet A. The

Jaro measure dj : Σ × Σ → [0, 1] is a string similarity measure approach which was

developed originally for name comparison in the U.S. Census. This measure takes into

account the number of character matches m and the ratio of their transpositions t:

dj =

{
0 if m = 0
1

3

(
m
|s1|

+ m
|s2|

+ m−t
m

)
otherwise

(1)

Here two characters are considered to be a match if and only only if (1) they are the

same and (2) they are at most at a distance w = ⌊max(|s1|,|s2|)

2
⌋ from each other. For

example, for s1 = ”Spears” and s2 = ”Pears”, the second s of s1 matches the s of

s2 while the first s of s1 does not match the s of s2.

The Jaro-Winkler measure [27] is an extension of the Jaro distance. This extension is

based on Winkler’s observation that typing errors occur most commonly in the middle

or at the end of a word, but very rarely in the beginning. Hence, it is legitimate to

put more emphasis on matching prefixes if the Jaro distance exceeds a certain ”boost

threshold” bt, originally set to 0.7.

dw =

{
dj if dj < bt
dj + (ℓp(1− dj)) otherwise

(2)

Here, ℓ denotes the length of the common prefix and p is a weighting factor. Winkler

uses p = 0.1 and ℓ ≤ 4. Note that ℓp must not be greater than 1.

For the strings s1 = ”DEMOCRACY ”, s2 = ”DEMOGARPHY ” (with s2
being intentionally misspelled) we get the following output of the Jaro-Winkler mea-

sure.

– |s1| = 9, |s2| = 10
– w = 4
– m = 7
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– t = 1
– dj =

1

3

(
m
|s1|

+ m
|s2|

+ m−t
m

)
= 1

3

(
7

9
+ 7

10
+ 6

7

)
= 0.778

– dw = dj + ℓp (1− dj) = 0.867

3 Improving the Runtime of Bounded Jaro-Winkler

The main principle behind reducing the runtime of the computation of measures is to

reduce their reduction ratio. Here, we use a sequence of filters that allow discarding

similarity computations while being sure that they would have led to a similarity score

which would have been less than our threshold θ. To this end, we regard the problem as

that of finding filters that return an upper bound estimation θe(s1, s2) ≥ dw(s1, s2) for

some properties of the input strings that can be computed in constant time. For a given

threshold θ, if θe(s1, s2) ≤ θ, then we can safely ignore the input (s1, s2).

3.1 Length-based filters

In the following, we denoted the length of a string s with |s|. Our first filter is based on

the insight that large length differences are a guarantee for poor similarity. For example,

the strings ”a” and ”alpha” cannot have a Jaro-Winkler similarity of 1 by virtue of

their length difference. We can formalize this idea as follows: Let s1 and s2 be strings

with respective lengths |s1| and |s2|. Without loss of generality, we will assume that

|s1| ≤ |s2|. Moreover, let m be the number of matches across s1 and s2. Because

m ≤ |s1|, we can substitute m with |s1| and gain the following upper bound estimation

for dj(s1, s2):

dj =
1

3

(
m

|s1|
+

m

|s2|
+

m− t

m

)

≤
1

3

(

1 +
|s1|

|s2|
+

|s1| − t

|s1|

)

(3)

Now the lower bound for the number t of transpositions is 0. Thus, we obtain the fol-

lowing equation.

dj ≤
1

3

(

1 +
|s1|

|s2|
+ 1

)

≤
2

3
+

|s1|

3|s2|
(4)

The application of this approximation on Winkler’s extension is trivial:

dw = dj + ℓ · p · (1− dj) ≤
2

3
+

|s1|

3|s2|
+ ℓ · p ·

(
1

3
−

|s1|

3|s2|

)

= θe (5)

Consider the pair s1 = ”bike” and s2 = ”bicycle” and a threshold θ = 0.9.

Applying the estimation for Jaro we get dj ≤
2

3
− 4

3·7
= 0.857. This exceeeds the boost

threshold, so we use equation 5 to compute θe(s1, s2) = 0.885. Now we do not have to

actually compute dw(s1, s2), since θe(s1, s2) < θ.

By using this approach we can decide in O(1)9 if a given pairs score is greater than

a given threshold, which saves us the much more expensive score computation for a big

number of pairs, provided that the input strings sufficiently vary in length.

9 In most programming languages, especially Java (which we used for our implementation), the

length of string is stored in a variable and can thus be accessed in constant time.
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3.2 Filtering ranges by length

The approach described above can be reversed to limit the number of pairs that we are

going to be iterated over. To this end, we can construct a index : N → 2Σ which maps

strings lengths l ∈ N to all strings s with |s| = l. With the help of this index, we can

now determine the set of strings t that should be compared with the subset S(l) of S

that only contains strings of length l. We go about using this insight by computing the

upper and lower bound for the length of a string t that should be compared with a string

s. This is basically equivalent to asking what is the minimum length difference ||s|−|t||
so that θ ≥ θe(s, t) is satisfied. We transpose equation 5 to the following for our lower

bound:

|t| ≥

⌊

3|s|
θ − ℓp

1− ℓp
− 2|s|

⌋

(6)

Analogously, we can derive the following upper bound:

|t| ≤

⌈
|s|

3 θ−ℓp
1−ℓp

− 2

⌉

(7)

For example, consider a list of strings S with equally distributed, distinct string

lengths (4, 7, 11, 18). Using Equation 6 and Equation 7 we obtain Table 1. Taking into

account the last column of the table, we will save a total of 3

8
comparisons.

Table 1. Bounds for distinct string lengths (θ = 0.9)

|t| |s|min |s|max sizes in range

4 2 8 (4, 7)

7 3 14 (4, 7, 11)

11 5 22 (7, 11, 18)

18 9 36 (11, 18)

3.3 Filtering by character frequency

An even more fine-grained approach can be chosen to filter out computations. Let e :
Σ×A → N be the function with returns the number of occurrences of a given character

c in a string s. For the strings s1 and2, the number of maximum possible matches mmax

can be expressed as

mmax =
∑

c∈s1
min(e(s1, c), e(s2, c)) ≥ m (8)

Consequently, we can now substitute m for mmax in the Jaro distance computation:

dj(s1, s2) =
1

3

(
mmax

|s1|
+

mmax

|s2|
+

mmax − t

mmax

)

≤
1

3

(
mmax

|s1|
+

mmax

|s2|
+ 1

)

(9)
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We can thus derive that dj(s1, s2) ≥ θ iff

mmax ≥
(3θ − 1)|s1||s2|

|s1|+ |s2|
. (10)

For instance, let s1 = ”astronaut”, s2 = ”astrochimp”. The retrieval of mmax

ist shown in Table 2.

Table 2. Calculation of mmax

c e(s1, c) e(s2, c) min(e(s1, c), e(s2, c)) mmax

a 2 1 1 1

c 0 1 0 1

h 0 1 0 1

i 0 1 0 1

m 0 1 0 1

n 1 0 0 1

o 1 1 1 2

p 0 1 0 2

r 1 1 1 3

s 1 1 1 4

t 2 1 1 5

u 1 0 0 5

The question that remains to answer is how well do these filters perform on real

person data. We answer this question empirically in the subsequent section.

4 Evaluation

The aim of our evaluation was to study how well our approach performs on real data.

We chose DBpedia 3.9 as a source of data for our experiments as it contains data per-

taining to 1.1 million persons and thus allows for both fine-grained evaluations and

scalability evaluations. All experiments where deduplication experiments, i.e., S = T .

We considered the list of all rdfs:label in DBpedia in our runtime evaluation and

scalability experiments. We also computed the runtime of our approach on up to 105

labels for our scalability experiments. All experiments were performed on a 2.5 GHz

Intel Core i5 machine with 16GB RAM running OS X 10.9.3.

4.1 Runtime Evaluation

In our first series of experiments, we evaluated the runtime of all filter combinations

against the naı̈ve approach on a small dataset containing 1000 labels from DBpedia.

The results of our evaluation are shown in Figure 4.1. This evaluation suggests that

all filters outperform the naı̈ve approach. Moreover, the combination of all filtersl lead

42



to the best overall runtime in most cases. Interestingly, the character-based filter leads

to a significant reduction of the number of comparisons (see Figure 2) by more than

2 orders of magnitude. However, the runtime improvement is not as substantial. This

result seems to indicate that the lookup in the character indexes is very time-demanding.

We will thus aim to improve our character indexing in future work. Overall, the results

on this dataset already shows that we outperform the naı̈ve approach by more than an

order of magnitude when θ is high. The runtimes on a larger sample of size 104 show

an even better improvement (see Figure 3). This suggests that the relative improvement

of our approach improves with the size of the problem.

0.8 0.85 0.9 0.95 1

10
−1

10
0

Threshold θ

T
im

e
(i

n
s)

naı̈ve

range (r)

length (l)

freq. (f)

r+l

r+f

r+l+f

Fig. 1. Runtime comparison on input size 1000, scaling threshold

4.2 Scalability Evaluation

The aim of the scalability evaluation was to measure how well our approach deals with

datasets of growing size datasets. In our first set of experiments, we looked at the growth

of the runtime of our approach on datasets of growing sizes. Our results suggest that

our approach grows linearly with the number of labels contained in S and T (see Fig-

ure 5). This suggests that the runtime of our approach can be easily predicted for large

datasets, which of importance when asking users to wait for the results of the compu-

tation. The second series of scalability experiments looked at the runtime behaviour of

our approach on a large dataset with 105 labels. Our results suggest that the runtime of

our approach falls superlinearly with an increase of the threshold θ (see Figure 4). This

behaviour suggest that our approach is especially useful on clean datasets, where high

thresholds can be used for link discovery.
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4.3 Comparison with existing approaches

We compared our approach with SILK2.6.0. To this end, we retrieved all rdfs:label

of instances of subclasses of Person. We only compared with SILK on small datasets

(i.e., on classes with small numbers of instances) as the results on these small datasets

already showed that we outperform SILK consistently.10 Our results are shown in Ta-

ble 3. They suggest that the absolute difference in runtime grows with the size of the

datasets. Thus, we did not consider testing larger datasets against SILK as in the best

case, we were already 4.7 times faster than SILK (Architect dataset, θ = 0.95).

Table 3. Runtimes (in seconds) of our approach (OA) and SILK 2.6.0

DBpedia Class Size OA(0.8) OA(0.9) OA(0.95) SILK(0.8) SILK(0.9) SILK(0.95)

Actors 9509 15.07 10.13 6.38 27 25 25

Architect 3544 5.58 5.48 2.32 11 11 11

Criminal 5291 11.54 7.77 4.52 18 18 18

5 Related Work

The work presented herein is related to record linkage, deduplication, link discovery

and the efficient computation of Hausdorff distances. An extensive amount of literature

has been published by the database community on record linkage (see [11,6] for sur-

veys). With regard to time complexity, time-efficient deduplication algorithms such as

PPJoin+ [29], EDJoin [28], PassJoin [12] and TrieJoin [26] were developed over the

last years. Several of these were then integrated into the hybrid link discovery frame-

work LIMES [16]. Moreover, dedicated time-efficient approaches were developed for

LD. For example, RDF-AI [24] implements a five-step approach that comprises the pre-

processing, matching, fusion, interlink and post-processing of data sets. [17] presents

an approach based on the Cauchy-Schwarz that allows discarding a large number of

unnecessary computations. The approaches HYPPO [14] and HR3 [15] rely on space

tiling in spaces with measures that can be split into independent measures across the di-

mensions of the problem at hand. Especially, HR3 was shown to be the first approach

that can achieve a relative reduction ratio r′ less or equal to any given relative reduc-

tion ratio r > 1. Standard blocking approaches were implemented in the first versions

of SILK and later replaced with MultiBlock [9], a lossless multi-dimensional blocking

technique. KnoFuss [20] also implements blocking techniques to achieve acceptable

runtimes. Further approaches can be found in [25,4,21,22,7].

In addition to addressing the runtime of link discovery, several machine-learning

approaches have been developed to learn link specifications (also called linkage rules)

for link discovery. For example, machine-learning frameworks such as FEBRL [2]

and MARLIN [1] rely on models such as Support Vector Machines [3] and decision

10 We ran SILK with -Dthreads = 1 for the sake of fairness.
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trees [23] to detect classifiers for record linkage. RAVEN [18] relies on active learn-

ing to detect linear or Boolean classifiers. The EAGLE approach [19] combines active

learning and genetic programming to detect link specifications. KnoFuss [20] goes a

step further and presents an unsupervised approach based on genetic programming for

finding accurate link specifications. Other record deduplication approaches based on

active learning and genetic programming are presented in [5,8].

6 Conclusion and Future Work

In this paper, we present a novel approach for the efficient execution of bounded Jaro-

Winkler computations. Our approach is based on three filters which allow discarding

a large number of comparisons. While our evaluation suggests that the filters are com-

plementary, the character-based filter seems not to contribute to a significant reduction

of the runtime once we deal with large datasets. We showed that our approach scales

linearly with the amount of data it is faced with. Moreover, we showed that our ap-

proach can be make effective use of large thresholds by reducing the total runtime of

the approach considerably. We also compared our approach with the state-of-the-art

framework SILK 2.6.0 and showed that we outperform it on all datasets.

In future work, we will study the character-based filter in more detail and aim to eradi-

cate its exact performace bottleneck. Moreover, we will evaluate partitioning of datasets

and parallelization of filters to further improve the runtime of large datasets. Finally, we

will test whether our approach improves the accuracy of specification detection algo-

rithms such as EAGLE.
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Abstract. A two-step procedure for learning a link-discovery blocking

scheme is presented. Link discovery is the problem of linking entities be-

tween two or more datasets. Identifying owl:sameAs links is an impor-

tant, special case. A blocking scheme is a one-to-many mapping from en-

tities to blocks. Blocking methods avoid O(n2
) comparisons by clustering

entities into blocks, and limiting the evaluation of link specifications to

entity pairs within blocks. Current link-discovery blocking methods use

blocking schemes tailored for owl:sameAs links or that rely on assump-

tions about the underlying link specifications. The presented framework

learns blocking schemes for arbitrary link specifications. The first step

of the algorithm is unsupervised and performs dataset mapping between

a pair of dataset collections. The second supervised step learns blocking

schemes on structurally heterogeneous dataset pairs. Application to RDF

is accomplished by representing the RDF dataset in property table form.

The method is empirically evaluated on four real-world test collections

ranging over various domains and tasks.

Keywords: Heterogeneous Blocking, Instance Matching, Link Discov-

ery

1 Introduction

With the advent of Linked Data, discovering links between entities has emerged
as an active area of research [7]. Given a link specification, a naive approach
would discover links by conducting O(n2) comparisons on the set of n enti-
ties. In the Entity Resolution (ER) community, a preprocessing technique called
blocking mitigates full pairwise comparisons by clustering entities into blocks.
Only entities within blocks are paired and compared [3]. Blocking is critical in
data integration systems [5],[3].

Blocking methods require a blocking scheme to cluster entities. Advanced
methods have been proposed to use a given blocking scheme effectively; relatively
fewer works address the learning of blocking schemes. Even within ER, blocking
scheme learners (BSLs) have met practical success only recently [2],[14],[10]. In
the Semantic Web, the problem has received attention as scalably discovering
owl:sameAs links [19]. ER is an important, but special, case of the link discovery

problem, where the underlying link specification can be arbitrary. Such specifica-
tions can be learned, but brute-force applications would still be O(n2). Current
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Fig. 1. Cases decided in Colombia must be linked to relevant sections of the constitu-

tion used in deciding that case. Only the single number 2 is relevant here for linking.

link discovery systems aim to be efficient by using token-based pre-clustering or
metric space assumptions [7],[15].

Learning link-discovery blocking schemes for arbitrary underlying links re-
mains unaddressed. Because the link can be arbitrary, a training corpus is re-
quired. Consider the example in Figure 1. Given a small number of such ex-
amples, the proposed BSL adaptively learns a scheme that covers true positives
while reducing full quadratic cost, without relying on the formal link specifica-
tion itself. Note that the learned blocking scheme is different from a learned link
specification. In this paper, we exclusively address blocking.

In the Big Data era, scalability, automation and heterogeneity are essential
components of systems and hence, practical requirements for real-world link
discovery. Scalability is addressed by blocking, but current work assumes that
the dataset pairs between which entities are to be linked are provided. In other
words, datasets A and B are1 input to the pipeline, and entities in A need to be
linked to entities in B. Investigations in some important real-world domains show
that pairs of dataset collections also need to undergo linking. Each collection is
a set of datasets. An example is government data. Recent government efforts
have led to release of public data as batches of files, as one of our real-world test
sets demonstrates. Thus, two scalability issues are identified: at the collection
level, and at the dataset level. That is, datasets in one collection first need to
be mapped to datasets in the second collection, after which a blocking scheme
is learned (and later, applied) on each mapped dataset pair.

Automation implies that human intervention needs to be kept to a minimum.
In practice, this means that methods need to rely on fewer training examples. Fi-
nally, a heterogeneity issue arises if datasets in the collections are in two different
data models, such as RDF and tabular.

The proposed BSL addresses these challenges in a combined setting. It takes
as input two collections of datasets, with each collection an arbitrary mix of
RDF and tabular datasets. The first step of the BSL performs unsupervised
dataset mapping by relying on document similarity and efficient solutions to the
Hungarian algorithm [9]. Each chosen dataset pair is input to the second step,
which learns a link-discovery blocking scheme given a constant size training cor-

1
If A and B are the same dataset, the problem is commonly denoted deduplication.
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pus that does not require growing with the dataset. RDF datasets are reconciled
with tabular datasets by representing them as property tables [22]. The problem
thus reduces to learning schemes on tabular datasets with different schemas.
Elmagarmid et al. refer to this as the structural heterogeneity problem [5]. To
robustly deal with small, constant training sets, the BSL uses bagging [20]. To
the best of our knowledge, this is the first paper that uses bagging, dataset map-
ping and property tables to address automation, scalability and heterogeneity
respectively in the link-discovery blocking context.

The rest of this paper is structured as follows. Section 2 describes the related
work in this area. Section 3 describes the property table representation and
the BSL in detail. Section 4 describe the experimental results, and the paper
concludes in Section 5.

2 Related Work

Link Discovery has been researched actively since the original Silk paper [21],
which currently uses genetic programming to learn links [7]. Since we discuss
learning of blocking schemes, most link specification learners are compatible, not
competitive, with the proposed system. A full pipeline that can perform data fu-
sion is RDF-AI [18]. We note that active learning techniques have been proposed
to address the automation issue [16]; in this paper, we show a complementary
solution using bagging.

Blocking has been extensively studied in the record linkage community [5],
with a comprehensive survey by Christen [3]. Initial BSLs were supervised [2],[14].
Recently, an unsupervised feature selection based BSL was proposed by us, but
assumed only owl:sameAs links and did not use bagging [10]. Token-based clus-
tering has also been applied to the problem [13], together with Locality Sensitive
Hashing (LSH) techniques [11]. However, LSH is usually applicable only to select
distance measures like Jaccard or cosine. As such, it is more popularly applied
to ontology matching [4],[6]. Other Semantic Web efforts for owl:sameAs include
the approach by Song and Heflin [19]. Ma et al. proposed a system based on type
semantics exclusively for ER on two individual datasets [12].

Multiple techniques for using blocking schemes have been investigated in
the Semantic Web community [17]. An example (used in the Silk framework) is
MultiBlock [8]. Another effort that assumes metric spaces is LIMES [15]. Finally,
an advanced survey of bagging can be found in the work by Verikas et al. [20].

3 Algorithm

In this section, the two steps of the overall BSL in Figure 3 are described.
Note that dataset mapping is an optional

2 step, but the second step (the core
learner) is essential. As a preliminary, the property table representation is also
summarized.

2
Albeit empirically advantageous, when applied, as Section 4 will show.
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Fig. 2. The property table representation. For subjects ‘missing’ a property, the re-

served keyword null is entered. ; is a reserved delimiter allowing fields to be sets.

Fig. 3. The overall framework proposed in the paper.

3.1 Property Table Representation

Property tables were first proposed as physical data structures to efficiently
implement triple stores [22]. This is the first application using them for link-
discovery blocking. Figure 2 shows an example. Property tables reduce the prob-
lem of linking RDF and tabular datasets (and also RDF-RDF linkage) to tabular
structural heterogeneity, that is, tables with different schemas. The rest of the
paper assumes property table representation of RDF.

3.2 Dataset Mapping

The pseudocode for dataset mapping is given in Algorithm 1. The inputs to
the algorithm are the dataset collections R and S and a boolean confidence

function that is subsequently described. We define a dataset collection as a set

of independently released datasets. Without loss of generality, assume that |R| ≤
|S|. The output desired is a confident mapping M ⊆ R× S.

Algorithm 1 represents each dataset in each collection as a term frequency

(TF) vector. The TF vector for each dataset is constructed by assigning a unique
position to each distinct token and recording the count of that token in the
dataset. Each TF vector is normalized by dividing each element by the total
count of the respective token in the corresponding collection. A normalized TF
vector is different from a TFIDF3 vector.

3
The TFIDF vector is constructed by dividing each element of a TF vector by the

number of datasets in the corresponding collection in which the token occurred at

least once (in lines 6 and 7) rather than the total count of the token in that collection.
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A matrix Q is initialized with Q[i][j] containing the dot product of normal-
ized TF vectors Ri and Sj . Once the matrix is constructed, the max Hungarian

algorithm is invoked on the matrix, which has at least as many columns as rows,
by the assumption above [9]. The algorithm must assign each row to some col-
umn, such that the sums of corresponding matrix entries are maximized. The
problem is also equivalent to maximum weighted bipartite graph matching.

The confidence of each mapping is evaluated by C. As an example of a confi-
dence function, suppose the function returns True for a returned mapping (i, j)
iff Q[i][j] is the dominating score, that is, greater than every score in its con-
stituent row and column. Intuitively, this means that the mapping is not only
the best possible, but also non-conflicting. In some sense, this assumes an ag-
gressive strategy against false positives. Other4 strategies can be formulated for
other requirements; we leave these for future work.

Assuming the dominating strategy a priori, the Hungarian algorithm can be
modified to terminate in linear time (in R and S), otherwise it is cubic in the
collection size [9]. Empirically, a reasonable confidence strategy would lead to
savings if the total number of records is far greater than the number of datasets.
For large collections, preferrable strategies should have theoretical guarantees,
like the dominating strategy. We observed dataset mapping to achieve near-
instantaneous runtime, even with a standard Hungarian implementation.

Intuitively, dataset mapping is expected to be a well-performing heuristic
because constituent datasets are independently released. Algorithms like LIMES,
Canopy Clustering and unsupervised methods benefit because they can cluster
entities in isolated dataset pairs, rather than all the entities in the collection.
With correct mapping, both quality and scalability are expected to improve.
Experimentally, the gains are demonstrated in Section 4.

3.3 Heterogeneous Blocking Scheme Learner

Given two structurally heterogeneous tabular sources, the goal of the second step
is supervised learning of a heterogeneous blocking scheme. In earlier works, DNF

blocking schemes were found to be fairly representative and learned using set-
covering algorithms [2],[14]. In recent work, we showed that a feature selection

technique outperformed state-of-the-art DNF BSLs [10]. To summarize the work
briefly, given training sets D and N containing duplicate and non-duplicate
tuple pairs respectively, each pair is first converted into a vector with O(m1m2)
binary features, where m1, m2 is the number of attributes in datasets R1,R2

respectively. Thus, two sets FD and FN containing labeled feature vectors are
obtained. A set of features must now be chosen such that a minimum fraction
ǫ of positives are covered, and with no individual feature covering more than a
fraction η of negatives. For further details on these parameters and the feature
conversion and selection process, we refer the reader to the original work [10].

Note that the originally proposed algorithm had no concept of bagging and
assumed the training set was representative enough. Algorithm 2 shows how bag-

4
For example, using a threshold to map multiple datasets to each other.

53



6 Mayank Kejriwal and Daniel P. Miranker

Algorithm 1 Perform dataset mapping.

Input: Dataset Collections R and S, boolean confidence function C

Output: A mapping M between R and S

1. for all datasets Ri ∈ R do
−→
T

R

i := Term Frequency vector of terms in Ri

2. end for

3. for all datasets Si ∈ S do
−→
T

S

i := Term Frequency vector of terms in Si

4. end for

5. Construct vectors
−−−→
T

R,S
, with jth element

−−−→
T

R,S
[j] := Σi

−−−→
T

R,S
i [j]

6. Normalize each
−→
T

R

i by applying once, ∀j,
−→
T

R

i [j] :=
−→
T

R

i [j]/
−→
T

R

[j]

7. Normalize each
−→
T

S

i by applying once, ∀j,
−→
T

S

i [j] :=
−→
T

S

i [j]/
−→
T

S

[j]

8. Initialize empty matrix Q with |R| rows and |S| columns

9. for all i ∈ 1 . . . |R| do

for all j ∈ 1 . . . |S| do

Q[i][j] :=
−→
T

R

i .
−→
T

S

j

end for

10. end for

11. Let M be the results of running max Hungarian algorithm on Q

12. for all (i, j) ∈ M do

if applying C on score(Ri, Sj) yields False then

Remove (Ri, Sj) from M

end if

13. end for

14. return M

ging can be incorporated, to work with small5 training sets. Bagging parameters
τ, β are now also input. β specifies the number of bagging iterations and τ is the
sampling rate for bagging. In each bagging iteration, a fraction τ of the overall
training sample is chosen to undergo feature selection by calling FisherDisjunc-

tive (Algorithm 3 in [10]). A feature is technically a specific blocking predicate

(SBP) e.g. CommonToken(Last Name, Name). Intuitively, the SBP implies that
two entities (from different datasets) with a common token in their respective
Last Name and Name field values share a block. Features (or SBPs) chosen in
each bagging iteration are added to B′. The final DNF blocking scheme B is
heterogeneous precisely because it accommodates two different schemas, as the
SBP example above shows.

In some cases, training examples might not be available at all. If the task
is learning owl:sameAs links, the automatic training set generator in our orig-
inal work can be used to generate noisy training samples [10]. The rest of the
procedure remains the same. We evaluate this scenario in one of our test suites.

5
Small training sets affects learning algorithm quality, but compensate well for

O(m1m2) feature-vector dimensionality. Bagging allows controlled compromise be-

tween scalability and quality.
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Algorithm 2 Learn Link-Specific Blocking Scheme

Input : Positive feature-vectors set FD, negative feature-vectors set FN , coverage

parameter ǫ, pruning parameter η, bagging iterations β, sampling size τ

Output : Blocking scheme B

1. Initialize B
′

:= φ

2. for all iter = 1 . . . β do

Randomly sample (with replacement) τ |FD| and τ |FN | vectors from FD and

FN , insert into new sets F ′

N and F ′

D respectively

B
′

:= B
′

∪ FisherDisjunctive(F ′

D, F ′

N , ǫ, η)

3. end for

4. Output disjunction of elements in B
′

as B

Table 1. Test dataset details. The notation, where applicable, is (first collec-

tion)/(second collection) or (first collection)×(second collection)

Collection Number of

datasets

Task Total entity

pairs

True positive

pairs

Data

model

Case Law/Constitute

(Colombia)

1/2 non-

ER

1204 × 2220 ≈

2.67 million

5577 RDF/RDF

Case Law/Constitute

(Venezuela)

1/2 non-

ER

1503 × 1601 ≈

2.4 million

555 RDF/RDF

JCT/Treasury 5/5 non-

ER

1135 × 845 ≈ 1

million

24,227 Tab./Tab.

Dbpedia/vgchartz 1/1 ER 16740 ×

20000 = 334.8

million

10,000 RDF/Tab.

4 Experiments

In this section, the algorithm is experimentally evaluated. Datasets, metrics and
baseline are first described, followed by a set of results and a discussion.

4.1 Datasets

The algorithm is evaluated on four real-world dataset collections over three dif-
ferent domains, described in Table 1. In the first test set, the first collection
consists of a single RDF dataset describing court cases decided in Colombia,
along with various properties of those cases. The second collection has two RDF
datasets, only one of which is relevant for linkage. This dataset describes article
numbers (as literal object values) in the Colombia constitution6. The task is to
predict links between the cases in the first collection and the articles in the sec-
ond collection used to decide the case. An example was shown in Figure 1. The
second test set is similar, but for Venezuela. The third test set consists of ten US

6 constituteproject.org
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government estimated budget datasets from 2009 to 2013, released separately
by the Treasury department and the Joint Committee on Taxation. All datasets
in this collection were published in tabular form, but the two collections are
structurally heterogeneous. The goal is to link entities (describing a particular
budget allocation) that share the same budget function (such as health) in the
same year. These three test cases are proper dataset collections, given at least
one collection contains more than one dataset. Other such collections can also
be observed on the respective website7.

The fourth test set contains collections derived from the video games domain
and differs from the other three test sets in three important respects. First, the
dataset mapping step is not applicable, since each collection only contains one
dataset. Note that the datasets in this test set are large compared with the other
test sets. Second, the first dataset is RDF and was queried from DBpedia8 while
the second dataset is tabular and from a popular charting website9. Finally, the
noisy training set generator can be used, given the link is owl:sameAs. We have
collected all publicly available test cases on a single portal10, along with other
implementation details such as the features (or SBPs) used in the experiments.

4.2 Metrics

We adopted two metrics, Pairs Completeness (PC) and Reduction Ratio (RR),
from the blocking literature [3]. PC measures recall or effectiveness in the block-
ing setting; specifically, the ratio of true positives that have fallen within the
block and the total number of true positives. RR is the percentage of compar-
isons that have been avoided compared to full quadratic cost and represents
efficiency. For example, an RR of 99 percent means that the blocking scheme
has reduced the complexity of the full pairwise task by that amount. Note that
the optimal RR for 100 percent PC for the datasets in Table 1 can be calculated
by using the formula 1− C5/C4 where Cp stands for Column p. Following pre-
vious research, PC-RR graphs are used to quantify the effectiveness-efficiency
tradeoff [2].

4.3 Baseline

As earlier stated, many popular link discovery systems like Silk [7] use token-
based pre-matching to reduce complexity. Canopy Clustering, originally pro-
posed by McCallum et al. [13], represents such methods since it is token-based,
makes few assumptions and has been shown to be experimentally robust [1].
It was also used as the baseline in another competitive system [2]; hence, we
use it as our baseline. In the best performing implementation11, the algorithm

7
e.g. http://www.pewstates.org/research/reports/ for the third test case.

8 dbpedia.org
9 vgchartz.com

10 https://sites.google.com/a/utexas.edu/mayank-kejriwal/datasets
11

Documented by Baxter et al. [1].
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randomly chooses a seed entity from one dataset to represent a cluster, and all
entities in the second dataset with TFIDF scores above a threshold are placed
in that cluster. Clusters may overlap.

4.4 Methodology

The dataset mapping step was applied on the first three test sets in Table 1. It is
not applicable to the fourth test set. The dominating strategy introduced earlier
was used as the confidence function in Algorithm 1. For the second step, note
that the baseline chooses seeds randomly. We compensated by conducting ten
trials for each run of the algorithm, and averaging PC and RR. The threshold
was tuned and set to a low value of 0.0005 to maximize baseline recall.

The parameters in Algorithm 2 were set to values that were found after some
initial tuning (on a subset of the first test collection). The size of initial training
set was set to 300 each for both duplicates (|FD|) and non-duplicates (|FN |). β
was set to 10, τ to 30, ǫ to 0.8 and η to 0.2. In additional experiments, we varied
each of these parameters by 50%. There was no significant difference from the
results we subsequently show with these parameter settings. Future work will
investigate automatic parameter tuning. In our earlier work, the feature selection
was also found robust to varying parameters [10]. Note that the training set is
kept constant, regardless of dataset growth.

To evaluate the learned blocking scheme in a practical blocking method, one
additional parameter, maxBucketPairs is used to enable a technique called block

purging [17]. The technique discards blocks that have more than maxBucket-

Pairs candidate pairs, since the cost of processing these blocks is greater than
expected gain. Block purging was also used in the baseline, for consistency. Vary-
ing maxBucketPairs from values typically ranging from 1000 to 100,000 effec-
tively varies RR. Data points showing PC at different values of RR are obtained
and plotted. All experiments were run on an Intel Core 2 Duo machine with 3
GB of memory and 2.4 GHz clock speed. All code was implemented in Java.

4.5 Results and Discussion

With the dominating strategy, dataset mapping yielded perfect mappings for
all three test sets. We ran some additional experiments, including using more
government test data (from years 2003-2013 instead of 2009-2013) and Constitute
and Case Law data from other countries, and the mappings were still perfect.
It would seem, therefore, that the normalized TF measures and the dominating
strategy are suited to the problem, at least on the tested domains.

Figure 4 shows the PC-RR tradeoff results of the learned blocking scheme
for Canopy Clustering and the proposed method both with and without dataset
mapping12, on the Colombia and Venezuela collections. The gains of dataset

12
Recall that dataset mapping was designed to be compatible with other algorithms

as well, including Canopy Clustering.
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Fig. 4. Results of the proposed method (Hetero) against baseline (CC ) on the (a)

Colombia and (b) Venezuela datasets, with SS indicating that dataset mapping (or

Source Selection as it is denoted in the codebase) was utilized. PC is Pairs Complete-

ness and RR is Reduction Ratio.

Fig. 5. Hetero vs. CC on the (a) government 2009-13 budget and (b) video game

datasets. In (b), the underlying link was owl:sameAs. The noisy training set genera-

tor was used for the unsup version of Hetero, while perfectly labeled examples were

provided for semi. Note the changed scale (esp. X-axis) in (b).

mapping are readily apparent for CC in both cases. The proposed method, Het-
ero, outperforms the non dataset-mapping version of CC but the gap narrows
considerably when dataset mapping is employed. This shows that, in cases where
training sets are not readily available, an off-the-shelf dataset mapping algorithm
can boost performance. The dataset mapping gains for Hetero aren’t significant
on Venezuela, mainly because the algorithm performs well on this dataset even
without mapping. On CC, however, the gains are again apparent. Note that
Venezuela ((b) in Figure 4) represents some of the challenges of doing link dis-
covery versus just ER. The proposed BSL was able to overcome these challenges
by employing bagging and feature selection.

Figure 5a shows the results on the five-pair government budget data. For this
collection, the gains of dataset mapping are amplified. This is because there are
more datasets in the collection, so the dataset mappings are particularly useful.
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We ran further experiments on the full government data (from years 2003-2013)
and confirmed this. This time, Hetero also shows noticeable gains, with the
curve shifting to the right when dataset mapping is employed. Figure 5b shows
the results for learning blocking schemes for ER. The BSL is able to significantly
outperform CC, regardless of whether it is completely unsupervised or with a
provided perfectly labeled training set.

Finally, we repeated the experiments above but without bagging. Highest f-
scores

13 of PC and RR declined on all cases by at least 5%, with 95% statistical
significance using Student’s distribution. Otherwise, the graphical trends were
similar. We do not repeat the figures here.

5 Future Work and Conclusion

In this paper, a link-discovery blocking scheme learner was proposed. The first
step of the method operates in an unsupervised fashion and performs dataset

mapping by employing document-level similarity measures. It is compatible with
existing clustering and blocking algorithms, experimental savings demonstrated
on two such methods. The second step is a heterogeneous BSL that uses tech-
niques like bagging to achieve robust performance, even as the training sets
remain constant and the datasets grow in size.

Future work will evaluate the dataset mapping step and the accompanying
confidence strategies more extensively, and develop parameter tuning techniques
for the learner itself. Another important aspect is investigating scalability of the
learner; in particular, we are developing techniques for ‘pruning’ property tables
so that the learner can efficiently scale by learning schemes in a reduced feature
space. We believe that this provides an excellent opportunity for cross-fertilizing
ongoing scalability efforts in the ontology matching community [6].

Acknowledgments. The authors would like to thank Juan Sequeda for pro-
viding the Constitute and Case Law datasets.
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Abstract. Ontology matching consists of finding correspondences between se-

mantically related entities of two ontologies. OAEI campaigns aim at comparing

ontology matching systems on precisely defined test cases. These test cases can

use ontologies of different nature (from simple thesauri to expressive OWL on-

tologies) and use different modalities, e.g., blind evaluation, open evaluation and

consensus. OAEI 2014 offered 7 tracks with 9 test cases followed by 14 partici-

pants. Since 2010, the campaign has been using a new evaluation modality which

provides more automation to the evaluation. This paper is an overall presentation

of the OAEI 2014 campaign.

⋆ This paper improves on the “Preliminary results” initially published in the on-site proceedings

of the ISWC workshop on Ontology Matching (OM-2014). The only official results of the

campaign, however, are on the OAEI web site.
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1 Introduction

The Ontology Alignment Evaluation Initiative1 (OAEI) is a coordinated international

initiative, which organizes the evaluation of the increasing number of ontology match-

ing systems [12, 15]. The main goal of OAEI is to compare systems and algorithms on

the same basis and to allow anyone for drawing conclusions about the best matching

strategies. Our ambition is that, from such evaluations, tool developers can improve

their systems.

Two first events were organized in 2004: (i) the Information Interpretation and In-

tegration Conference (I3CON) held at the NIST Performance Metrics for Intelligent

Systems (PerMIS) workshop and (ii) the Ontology Alignment Contest held at the Eval-

uation of Ontology-based Tools (EON) workshop of the annual International Seman-

tic Web Conference (ISWC) [34]. Then, a unique OAEI campaign occurred in 2005

at the workshop on Integrating Ontologies held in conjunction with the International

Conference on Knowledge Capture (K-Cap) [2]. Starting from 2006 through 2013 the

OAEI campaigns were held at the Ontology Matching workshops collocated with ISWC

[13, 11, 4, 8–10, 1, 6]. In 2014, the OAEI results were presented again at the Ontology

Matching workshop2 collocated with ISWC, in Riva del Garda, Italy.

Since 2011, we have been using an environment for automatically processing eval-

uations (§2.2), which has been developed within the SEALS (Semantic Evaluation At

Large Scale) project3. SEALS provided a software infrastructure, for automatically exe-

cuting evaluations, and evaluation campaigns for typical semantic web tools, including

ontology matching. For OAEI 2014, almost all of the OAEI data sets were evaluated

under the SEALS modality, providing a more uniform evaluation setting.

This paper synthetizes the 2014 evaluation campaign and introduces the results pro-

vided in the papers of the participants. The remainder of the paper is organised as fol-

lows. In Section 2, we present the overall evaluation methodology that has been used.

Sections 3-10 discuss the settings and the results of each of the test cases. Section 12

overviews lessons learned from the campaign. Finally, Section 13 concludes the paper.

2 General methodology

We first present the test cases proposed this year to the OAEI participants (§2.1). Then,

we discuss the resources used by participants to test their systems and the execution

environment used for running the tools (§2.2). Next, we describe the steps of the OAEI

campaign (§2.3-2.5) and report on the general execution of the campaign (§2.6).

2.1 Tracks and test cases

This year’s campaign consisted of 7 tracks gathering 9 test cases and different evalua-

tion modalities:

1 http://oaei.ontologymatching.org
2 http://om2014.ontologymatching.org
3 http://www.seals-project.eu
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The benchmark track (§3): Like in previous campaigns, a systematic benchmark se-

ries has been proposed. The goal of this benchmark series is to identify the areas

in which each matching algorithm is strong or weak by systematically altering an

ontology. This year, we generated a new benchmark based on the original biblio-

graphic ontology and two new benchmarks based on different ontologies.

The expressive ontology track offers real world ontologies using OWL modelling ca-

pabilities:

Anatomy (§4): The anatomy real world test case is about matching the Adult

Mouse Anatomy (2744 classes) and a small fragment of the NCI Thesaurus

(3304 classes) describing the human anatomy.

Conference (§5): The goal of the conference test case is to find all correct cor-

respondences within a collection of ontologies describing the domain of or-

ganizing conferences. Results were evaluated automatically against reference

alignments and by using logical reasoning techniques.

Large biomedical ontologies (§6): The Largebio test case aims at finding align-

ments between large and semantically rich biomedical ontologies such as

FMA, SNOMED-CT, and NCI. The UMLS Metathesaurus has been used as

the basis for reference alignments.

Multilingual

Multifarm (§7): This test case is based on a subset of the Conference data set,

translated into eight different languages (Chinese, Czech, Dutch, French, Ger-

man, Portuguese, Russian, and Spanish) and the corresponding alignments be-

tween these ontologies. Results are evaluated against these alignments.

Directories and thesauri

Library (§8): The library test case is a real-world task to match two thesauri. The

goal of this test case is to find whether the matchers can handle such lightweight

ontologies including a huge amount of concepts and additional descriptions.

Results are evaluated both against a reference alignment and through manual

scrutiny.

Interactive matching

Interactive (§9): This test case offers the possibility to compare different interac-

tive matching tools which require user interaction. Its goal is to show if user

interaction can improve matching results, which methods are most promising

and how many interactions are necessary. All participating systems are evalu-

ated on the conference data set using an oracle based on the reference align-

ment.

Ontology Alignment For Query Answering OA4QA (§10): This test case offers the

possibility to evaluate alignments in their ability to enable query answering in

an ontology based data access scenario, where multiple aligned ontologies ex-

ist. In addition, the track is intended as a possibility to study the practical effects

of logical violations affecting the alignments, and to compare the different re-

pair strategies adopted by the ontology matching systems. In order to facilitate

the understanding of the dataset and the queries, the conference data set is used,

extended with synthetic ABoxes.
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test formalism relations confidence modalities language SEALS

benchmark OWL = [0 1] blind EN
√

anatomy OWL = [0 1] open EN
√

conference OWL =, <= [0 1] blind+open EN
√

large bio OWL = [0 1] open EN
√

multifarm OWL = [0 1] open CZ, CN, DE, EN,
√

ES, FR, NL, RU, PT

library OWL = [0 1] open EN, DE
√

interactive OWL =, <= [0 1] open EN
√

OA4QA OWL =, <= [0 1] open EN

im-identity OWL = [0 1] blind EN, IT
√

im-similarity OWL <= [0 1] blind EN, IT
√

Table 1. Characteristics of the test cases (open evaluation is made with already published refer-

ence alignments and blind evaluation is made by organizers from reference alignments unknown

to the participants).

Instance matching

Identity (§11): The identity task is a typical evaluation task of instance matching

tools where the goal is to determine when two OWL instances describe the

same real-world entity.

Similarity(§11): The similarity task focuses on the evaluation of the similarity

degree between two OWL instances, even when they describe different real-

world entities. Similarity recognition is new in the instance matching track

of OAEI, but this kind of task is becoming a common issue in modern web

applications where large quantities of data are daily published and usually need

to be classified for effective fruition by the final user.

Table 1 summarizes the variation in the proposed test cases.

2.2 The SEALS platform

Since 2011, tool developers had to implement a simple interface and to wrap their tools

in a predefined way including all required libraries and resources. A tutorial for tool

wrapping was provided to the participants. It describes how to wrap a tool and how to

use a simple client to run a full evaluation locally. After local tests are passed success-

fully, the wrapped tool had to be uploaded on the SEALS portal4. Consequently, the

evaluation was executed by the organizers with the help of the SEALS infrastructure.

This approach allowed to measure runtime and ensured the reproducibility of the re-

sults. As a side effect, this approach also ensures that a tool is executed with the same

settings for all of the test cases that were executed in the SEALS mode.

2.3 Preparatory phase

Ontologies to be matched and (where applicable) reference alignments have been pro-

vided in advance during the period between June 15th and July 3rd, 2014. This gave

4 http://www.seals-project.eu/join-the-community/
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potential participants the occasion to send observations, bug corrections, remarks and

other test cases to the organizers. The goal of this preparatory period is to ensure that

the delivered tests make sense to the participants. The final test base was released on

July 3rd, 2014. The (open) data sets did not evolve after that.

2.4 Execution phase

During the execution phase, participants used their systems to automatically match the

test case ontologies. In most cases, ontologies are described in OWL-DL and serialized

in the RDF/XML format [7]. Participants can self-evaluate their results either by com-

paring their output with reference alignments or by using the SEALS client to compute

precision and recall. They can tune their systems with respect to the non blind evalua-

tion as long as the rules published on the OAEI web site are satisfied. This phase has

been conducted between July 3rd and September 1st, 2014.

2.5 Evaluation phase

Participants have been encouraged to upload their wrapped tools on the SEALS portal

by September 1st, 2014. For the SEALS modality, a full-fledged test including all sub-

mitted tools has been conducted by the organizers and minor problems were reported

to some tool developers, who had the occasion to fix their tools and resubmit them.

First results were available by October 1st, 2014. The organizers provided these

results individually to the participants. The results were published on the respective

web pages by the organizers by October 15st. The standard evaluation measures are

usually precision and recall computed against the reference alignments. More details

on evaluation measures are given in each test case section.

2.6 Comments on the execution

The number of participating systems has regularly increased over the years: 4 partici-

pants in 2004, 7 in 2005, 10 in 2006, 17 in 2007, 13 in 2008, 16 in 2009, 15 in 2010, 18

in 2011, 21 in 2012, 23 in 2013. However, 2014 has suffered a significant decrease with

only 14 systems. However, participating systems are now constantly changing. In 2013,

11 (7 in 2012) systems had not participated in any of the previous campaigns. The list of

participants is summarized in Table 2. Note that some systems were also evaluated with

different versions and configurations as requested by developers (see test case sections

for details).

Finally, some systems were not able to pass some test cases as indicated in Table 2.

The result summary per test case is presented in the following sections.
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Confidence
√ √ √ √ √ √ √ √

8

benchmarks
√ √ √ √ √ √ √ √ √ √

10

anatomy
√ √ √ √ √ √ √ √ √ √

10

conference
√ √ √ √ √ √ √ √ √ √

10

multifarm
√ √ √

3

library
√ √ √ √ √ √ √

7

interactive
√ √

2

large bio
√ √ √ √ √ √ √ √ √ √ √

11

OA4QA
√ √ √ √ √ √ √ √ √ √

10

instance
√ √ √ √ √

5

total 8 5 5 1 1 9 2 6 7 6 4 1 6 7 68

Table 2. Participants and the state of their submissions. Confidence stands for the type of results

returned by a system: it is ticked when the confidence is a non boolean value.

3 Benchmark

The goal of the benchmark data set is to provide a stable and detailed picture of each

algorithm. For that purpose, algorithms are run on systematically generated test cases.

3.1 Test data

The systematic benchmark test set is built around a seed ontology and many variations

of it. Variations are artificially generated by discarding and modifying features from a

seed ontology. Considered features are names of entities, comments, the specialization

hierarchy, instances, properties and classes. This test focuses on the characterization of

the behavior of the tools rather than having them compete on real-life problems. Full

description of the systematic benchmark test set can be found on the OAEI web site.

Since OAEI 2011.5, the test sets are generated automatically by the test generator

described in [14] from different seed ontologies. This year, we used three ontologies:

biblio The bibliography ontology used in the previous years which concerns biblio-

graphic references and is inspired freely from BibTeX;

cose COSE5 is the Casas Ontology for Smart Environments;

dog DogOnto6 is an ontology describing aspects of intelligent domotic environments.

The characteristics of these ontologies are described in Table 3.

The test cases were not available to participants. They still could test their systems

with respect to previous year data sets, but they have been evaluated against newly

5 http://casas.wsu.edu/owl/cose.owl
6 http://elite.polito.it/ontologies/dogont.owl
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Test set biblio cose dog

classes+prop 33+64 196 842

instances 112 34 0

entities 209 235 848

triples 1332 690 10625

Table 3. Characteristics of the three seed ontologies used in benchmarks.

generated tests. The tests were also blind for the organizers since we did not looked

into them before running the systems.

The reference alignments are still restricted to named classes and properties and use

the “=” relation with confidence of 1.

3.2 Results

Evaluations were run on a Debian Linux virtual machine configured with four proces-

sors and 8GB of RAM running under a Dell PowerEdge T610 with 2*Intel Xeon Quad

Core 2.26GHz E5607 processors and 32GB of RAM, under Linux ProxMox 2 (Debian).

All matchers where run under the SEALS client using Java 1.7 and a maximum

heap size of 8GB (which has been necessary for the larger tests, i.e., dog). No timeout

was explicitly set.

Reported figures are the average of 5 runs. As has already been shown in [14], there

is not much variance in compliance measures across runs. This is not necessarily the

case for time measurements so we report standard deviations with time measurements.

Participation From the 13 systems participating to OAEI this year, 10 systems partic-

ipated in this track. A few of these systems encountered problems:

– RSDLWB on cose

– OMReasoner on dog

We did not investigate these problems. We tried another test with many more ontologies

an all matchers worked but AML.

Compliance Table 4 presents the harmonic means of precision, F-measure and recall

for the test suites for all the participants, along with their confidence-weighted values.

It also shows measures provided by edna, a simple edit distance algorithm on labels

which is used as a baseline.

Some systems have had constant problems with the most strongly altered tests to

the point of not outputing results: LogMap-C, LogMap, MaasMatch. Problems were also

encountered to a smaller extent by XMap2. OMReasoner failed to return any answer on

dog, and RSDLWB on cose.

Concerning F-measure results, the AOTL system seems to achieve the best results

before RSDLWB. AOTL is also well balanced: it always achieve more than 50% recall

with still a quite high precision. RSDLWD is slightly better than AOTL on two tests but
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biblio cose dog

Matcher Prec. F-m. Rec. Prec. F-m. Rec. Prec. F-m. Rec.

edna .35(.58) .41(.54) .50 .44(.72) .47(.59) .50 .50(.74) .50(.60) .50

AML .92(.94) .55(.56) .39 .46(.59) .46(.51) .46(.45) .98(.96) .73(.71) .58(.57)

AOT .80(.90) .64(.67) .53 .69(.84) .58(.63) .50 .62(.77) .62(.68) .61

AOTL .85(.89) .65(.66) .53 .94(.95) .65(.65) .50 .97 .74(.75) .60

LogMap .40(.40) .40(.39) .40(.37) .38(.45) .41(.40) .45(.37) .96(.91) .15(.14) .08(.07)

LogMap-C .42(.41) .41(.39) .40(.37) .39(.45) .41(.40) .43(.35) .98(.92) .15(.13) .08(.07)

LogMapLite .43 .46 .50 .37 .43 .50 .86 .71 .61

MaasMatch .97 .56 .39 .98 .48 .31 .92 .55 .39

OMReasoner .73 .59 .50 .08 .14 .50 * * *

RSDLWB .99 .66 .50 * * * .99 .75 .60

XMap2 1.0 .57 .40 1.0 .28 .17 1.0 .32 .20

Table 4. Aggregated benchmark results: Harmonic means of precision, F-measure and recall,

along with their confidence-weighted values (*: uncompleted results).

did not provide results on the third one. AOT is a close follower of AOTL. AML had very

good results on dog and OMReasoner on biblio. The three systems showing the best

performances at benchmarks (AOT, AOTL and RSDLWD) also preformed systematicly

worse than other systems (AML, LogMap, XMap) at other tasks. This may reveal some

degree of overfitting. . . either of the former to benchmarks, or of the latter to the other

tests.

In general, results of the best matchers are largely lower than those of the best

matchers in the previous year.

We can consider that we have high-precision matchers (XMap2: 1.0, RSDLWB: .99,

MaasMatch: .92-.98; AML: (.46)-.98). LogMap-C, LogMap achieve also very high pre-

cision in dog (their other bad precision are certainly due to LogMap returning matched

instances which are not in reference alignments). Of these high-precision matchers,

RSDLWB is remarkable since it achieves a 50% recall (when it works).

The recall of systems is generally high with figures around 50% but this may be due

to the structure of benchmarks.

Confidence-weighted measures reward systems able to provide accurate confidence

values. Using confidence-weighted F-measures usually increase F-measure of systems

showing that they are able to provide a meaningful assessment of their correspondences.

The exception to this rule is LogMap whose weighted values are lower. Again, this may

be due to the output of correspondences out of the ontology namespace or instance

correspondences.

speed Table 5 provides the average time and standard deviation and F-measure point

provided per second by matchers. The F-measure point provided per second shows

that efficient matchers are XMap2 and LogMapLite followed by AML (these results are

consistent on cose and dog, biblio is a bit different but certainly due to errors reported

above). The time taken by systems on the two first test sets is very stable (and short); it

is longer and less stable on the larger dog test set.
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biblio cose dog

Matcher time stdev F-m./s. time stdev F-m./s. time stdev F-m./s.

AML 48.96 ±1.21% 1.12 140.29 ±0.98% 0.33 1506.16 ±5.42% 0.05

AOT 166.91 ±1.11% 0.38 194.02 ±0.68% 0.30 10638.27 ±0.77% 0.01

AOTL 741.98 ±1.13% 0.09 386.18 ±1.94% 0.17 18618.60 ±1.44% 0.00

LogMap 106.68 ±0.84% 0.37 123.44 ±1.45% 0.33 472.31 ±15.67% 0.03

LogMap-C 158.36 ±0.53% 0.26 188.30 ±1.22% 0.22 953.56 ±18.94% 0.02

LogMapLite 61.43 ±1.06% 0.75 62.67 ±1.48% 0.69 370.32 ±24.51% 0.19

MaasMatch 122.50 ±2.24% 0.46 392.43 ±1.78% 0.12 7338.92 ±1.85% 0.01

OMReasoner 60.01 ±0.43% 0.98 98.17 ±0.91% 0.14 331.65 ±59.35% *

RSDLWB 86.22 ±2.03% 0.77 * * * 14417.32 ±1.98% 0.01

XMap2 68.67 ±0.95% 0.83 31.39 ±38.99% 0.89 221.83 ±55.44% 0.14

Table 5. Aggregated benchmark results: Time (in second), standard deviation on time and points

of F-measure per second spent on the three data sets (*: uncompleted results).

Comparison Figure 1 shows the triangle graphs for the three tests. It confirms the

impressions above: systems are very precision-oriented but AOT which stands in the

middle of the graph. AOTL has, in general, good results.

3.3 Conclusions

This year, matcher performance has been lower than in previous years, even on the

genuine biblio dataset. The systems are able to process the test set without problem,

even if some of them return many empty alignments. They are, as usual, very oriented

towards precision at the expense of recall.
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Fig. 1. Triangle view on the three benchmark data sets (non present systems have too low F-

measure).
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4 Anatomy

The anatomy test case confronts matchers with a specific type of ontologies from the

biomedical domain. We focus on two fragments of biomedical ontologies which de-

scribe the human anatomy7 and the anatomy of the mouse8. This data set has been used

since 2007 with some improvements over the years.

4.1 Experimental setting

We conducted experiments by executing each system in its standard setting and we

compare precision, recall, F-measure and recall+. The recall+ measure indicates the

amount of detected non-trivial correspondences. The matched entities in a non-trivial

correspondence do not have the same normalized label. The approach that generates

only trivial correspondences is depicted as baseline StringEquiv in the following section.
As last year, we run the systems on a server with 3.46 GHz (6 cores) and 8GB RAM

allocated to the matching systems. Further, we used the SEALS client to execute our
evaluation. However, we slightly changed the way precision and recall are computed,
i.e., the results generated by the SEALS client vary in some cases by 0.5% compared
to the results presented below. In particular, we removed trivial correspondences in the
oboInOwl namespace such as

http://...oboInOwl#Synonym = http://...oboInOwl#Synonym

as well as correspondences expressing relations different from equivalence. Using the

Pellet reasoner we also checked whether the generated alignment is coherent, i.e., there

are no unsatisfiable concepts when the ontologies are merged with the alignment.

4.2 Results

In Table 6, we analyze all participating systems that could generate an alignment in less

than ten hours. The listing comprises 10 entries. There were 2 systems which partic-

ipated with different versions. These are AOT with versions AOT and AOTL, LogMap

with four different versions LogMap, LogMap-Bio, LogMap-C and a lightweight ver-

sion, LogMapLite, that uses only some core components. In addition to LogMap and

LogMapLite, 3 more systems which participated in 2013 and now participated with new

versions (AML, MaasMatch, XMap). For more details, we refer the reader to the pa-

pers presenting the systems. Thus, 10 different systems generated an alignment within

the given time frame. There were four participants (InsMT, InsMTL, OMReasoner and

RiMOM-IM) that threw an exception or produced an empty alignment and are not con-

sidered in the evaluation.

We have 6 systems which finished in less than 100 seconds, compared to 10 systems

in OAEI 2013 and 8 systems in OAEI 2012. This year we have 10 out of 13 systems

which generated results which is comparable to last year when 20 out of 24 systems

7 http://www.cancer.gov/cancertopics/cancerlibrary/

terminologyresources/
8 http://www.informatics.jax.org/searches/AMA_form.shtml
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Matcher Runtime Size Precision F-measure Recall Recall+ Coherent

AML 28 1478 0.956 0.944 0.932 0.822
√

LogMap-Bio 535 1547 0.888 0.897 0.906 0.752
√

XMap 22 1370 0.940 0.893 0.850 0.606
√

LogMap 12 1398 0.918 0.881 0.846 0.595
√

LogMapLite 5 1148 0.962 0.829 0.728 0.290 -

MaasMatch 49 1187 0.914 0.803 0.716 0.248 -

LogMap-C 22 1061 0.975 0.802 0.682 0.433
√

StringEquiv - 946 1.000 0.770 0.620 0.000 -

RSDLWB 1337 941 0.978 0.749 0.607 0.01 -

AOT 896 2698 0.436 0.558 0.775 0.405 -

AOTL 2524 167 0.707 0.140 0.078 0.010 -

Table 6. Comparison, ordered by F-measure, against the reference alignment, runtime is mea-

sured in seconds, the “size” column refers to the number of correspondences in the generated

alignment.

generated results within the given time frame. The top systems in terms of runtimes are

LogMap, XMap and AML. Depending on the specific version of the systems, they require

between 5 and 30 seconds to match the ontologies. The table shows that there is no

correlation between quality of the generated alignment in terms of precision and recall

and required runtime. This result has also been observed in previous OAEI campaigns.

Table 6 also shows the results for precision, recall and F-measure. In terms of F-

measure, the top ranked systems are AML, LogMap-Bio, LogMap and XMap. The lat-

ter two generate similar alignments. The results of these four systems are at least as

good as the results of the best systems in OAEI 2007-2010. AML has the highest F-

measure up to now. Other systems in earlier years that obtained an F-measure that is at

least as good as the fourth system this year are AgreementMaker (predecessor of AML)

(2011, F-measure: 0.917), GOMMA-bk (2012/2013, F-measure: 0.923/0.923), YAM++

(2012/2013, F-measure 0.898/0.905), and CODI (2012, F-measure: 0.891).

This year we have 7 out of 10 systems which achieved an F-measure that is higher

than the baseline which is based on (normalized) string equivalence (StringEquiv in the

table). This is a better result (percentage-wise) than the last year but still lower than

in OAEI 2012 when 13 out of 17 systems produced alignments with F-measure higher

than the baseline. Both systems, XMap and MaasMatch, which participated in the last

year and had results below the baseline, achieved better results than the baseline this

year.

Moreover, nearly all systems find many non-trivial correspondences. Exceptions

are RSDLWB and AOTL that generate an alignment that is quite similar to the alignment

generated by the baseline approach.

There are 5 systems which participated in the last year, AML, LogMap, LogMapLite,

MaasMatch and XMap. From these systems LogMap and LogMapLite achieved identical

results as last year, while AML, MaasMatch and XMap improved their results. Maas-

Match and XMap showed a considerable improvement. In the case of MaasMatch, its

precision was improved from 0.359 to 0.914 (and the F-measure from 0.409 to 0.803)

while XMap which participated with two versions in the last year increased its precision
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from 0.856 to 0.94 (and F-measure from 0.753 to 0.893) compared to the XMapSig

version which achieved a better F-measure last year.

A positive trend can be seen when it comes to coherence of alignments. Last year

only 3 systems out of 20 produced a coherent alignment while this year half of the

systems produced coherent alignment.

4.3 Conclusions

This year 14 systems participated in the anatomy track out of which 10 produced re-

sults. This is a significant decrease in the number of participating systems. However,

the majority of the systems which participated in the last year significantly improved

their results.

As last year, we have witnessed a positive trend in runtimes as all the systems which

produced an alignment finished execution in less than an hour. Same as the last year,

the AML system set the top result for the anatomy track by improving the result from

the last year. The AML system improved in terms of all measured metrics.

5 Conference

The conference test case introduces matching several moderately expressive ontologies.

Within this test case, participant alignments were evaluated against reference align-

ments (containing merely equivalence correspondences) and by using logical reasoning.

The evaluation has been performed with the SEALS infrastructure.

5.1 Test data

The data set consists of 16 ontologies in the domain of organizing conferences. These

ontologies have been developed within the OntoFarm project9.

The main features of this test case are:

– Generally understandable domain. Most ontology engineers are familiar with or-

ganizing conferences. Therefore, they can create their own ontologies as well as

evaluate the alignments among their concepts with enough erudition.

– Independence of ontologies. Ontologies were developed independently and based

on different resources, they thus capture the issues in organizing conferences from

different points of view and with different terminologies.

– Relative richness in axioms. Most ontologies were equipped with OWL DL axioms

of various kinds; this opens a way to use semantic matchers.

Ontologies differ in their numbers of classes, of properties, in expressivity, but also

in underlying resources.

9 http://nb.vse.cz/˜svatek/ontofarm.html
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5.2 Results

We provide results in terms of F0.5-measure, F1-measure and F2-measure, compari-

son with baseline matchers and results from previous OAEI editions, precision/recall

triangular graph and coherency evaluation.

Evaluation based on reference alignments We evaluated the results of participants

against blind reference alignments (labelled as ra2 on the conference web page). This

includes all pairwise combinations between 7 different ontologies, i.e. 21 alignments.

These reference alignments have been generated as a transitive closure computed

on the original reference alignments. In order to obtain a coherent result, conflicting

correspondences, i.e., those causing unsatisfiability, have been manually inspected and

removed by evaluators. As a result, the degree of correctness and completeness of the

new reference alignment is probably slightly better than for the old one. However, the

differences are relatively limited. Whereas the new reference alignments are not open,

the old reference alignments (labeled as ra1 on the conference web-page) are available.

These represent close approximations of the new ones.

Matcher Prec. F0.5-m. F1-m. F2-m. Rec. Size Inc. Al. Inc-dg

AML 0.8 0.74 0.67 0.61 0.58 10.952 0 0.0%

LogMap 0.76 0.7 0.63 0.57 0.54 10.714 0 0.0%

LogMap-C 0.78 0.71 0.62 0.56 0.52 10.238 0 0.0%

XMap 0.82 0.7 0.57 0.48 0.44 8.143 0 0.0%

edna 0.73 0.64 0.55 0.48 0.44

AOT* 0.75 0.65 0.55 0.47 0.43 59.167 18 40.4%

RSDLWB 0.76 0.65 0.54 0.46 0.42 8.333 4 2.5%

LogMapLite 0.68 0.62 0.54 0.48 0.45 9.905 7 5.4%

OMReasoner 0.77 0.66 0.54 0.46 0.42 8.095 4 2.5%

StringEquiv 0.76 0.64 0.52 0.43 0.39

AOTL 0.73 0.62 0.51 0.43 0.39 14.667 17 15.1%

MaasMatch* 0.52 0.51 0.5 0.5 0.49 33 19 21.0%

Table 7. The highest average F[0.5|1|2]-measure and their corresponding precision and recall for

each matcher with its F1-optimal threshold (ordered by F1-measure). Average size of alignments,

number of incoherent alignments and average degree of incoherence. The mark * is added when

we only provide lower bound of the degree of incoherence due to the combinatorial complexity

of the problem.

Table 7 shows the results of all participants with regard to the reference alignment.

F0.5-measure, F1-measure and F2-measure are computed for the threshold that provides

the highest average F1-measure. F1 is the harmonic mean of precision and recall where

both are equally weighted; F2 weights recall higher than precision and F0.5 weights pre-

cision higher than recall. The matchers shown in the table are ordered according to their

highest average F1-measure. We employed two baseline matchers. edna (string edit dis-

tance matcher) is used within the benchmark test case and with regard to performance it

is very similar as previously used baseline2 in the conference track; StringEquiv is used

within the anatomy test case. These baselines divide matchers into three groups. Group
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1 consists of matchers (AML, LogMap, LogMap-C, XMap and AOT) having better (or

the same) results than both baselines in terms of highest average F1-measure. Group 2

consists of matchers (RSDLWB, LogMapLite and OMReasoner) performing better than

baseline StringEquiv. Other matchers (AOTL and MaasMatch) performed slightly worse

than both baselines.

Performance of all matchers regarding their precision, recall and F1-measure is vi-

sualized in Figure 2. Matchers are represented as squares or triangles. Baselines are

represented as circles.

rec=1.0 rec=.8 rec=.6 pre=1.0pre=.8pre=.6

F1-measure=0.5

F1-measure=0.6

F1-measure=0.7

AML

LogMap

LogMap-C

XMap

AOT

RSDLWB

LogMapLite

OMReasoner

AOTL

MaasMatch

edna

StringEquiv

Fig. 2. Precision/recall triangular graph for the conference test case. Dotted lines depict level

of precision/recall while values of F1-measure are depicted by areas bordered by corresponding

lines F1-measure=0.[5|6|7].

Comparison with previous years Five matchers also participated in this test case in

OAEI 2013. The largest improvement was achieved by MaasMatch (precision from .27

to .52, while recall decreased from .53 to .49), AML (precision decreased from .82 to

.80, but recall increased from .51 to .58) and XMap (precision from .68 to .82, whereas

recall remains the same, .44).

Runtimes We measured the total time of generating 21 alignments. It was executed

on a laptop under Ubuntu running on Intel Core i5, 2.67GHz and 8GB RAM except

MaasMatch run which was run on Intel Core i7, 2.10GHz x 4 and 16GB RAM. This

year all matchers finished all 21 testcases within 70 seconds. Four matchers finished

all 21 test cases within 16 seconds (OMReasoner: 10s, LogMapLite: 11s, AML: 14s and

AOT: 16s). Next, five matchers needed less than 1 minute (LogMap: 26s, XMap: 26s,

RSDLWB: 36s, LogMap-C: 44s, AOTL: 45s). Finally, one matcher (MaasMatch) needed

69 seconds to finish all 21 test cases.
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In conclusion, regarding performance we can see (clearly from Figure 2) that al-

most all participants managed to achieve a higher performance than baseline matcher.

Three matchers (AML, LogMap and LogMap-C) exceeded a 0.6 F1-measure and all other

matchers are above 0.5. On the other side no matcher achieved a 0.7 F1-measure. Re-

garding runtime, the four fastest matchers this year managed to be faster than the fastest

matcher last year (measured on the same machine) and no matcher needed more than

70 seconds which is much faster than last year (40 minutes).

Evaluation based on alignment coherence As in the previous years, we apply the

Maximum Cardinality measure to evaluate the degree of alignment incoherence. Details

on this measure and its implementation can be found in [23].

We computed the average for all 21 test cases of the conference track for which

there exists a reference alignment. In two cases (marked with an asterisk) we could not

compute the exact degree of incoherence due to the combinatorial complexity of the

problem, however we were still able to compute a lower bound for which we know that

the actual degree is not lower.

The systems AML, LogMap (excluding LogMapLite, where reasoning option is dis-

abled), and XMap generate coherent alignments. However, these systems generated co-

herent alignments already in 2013. The other systems generate results with highly vary-

ing degree of incoherence. The degree of incoherence is correlated with the size of

the generated alignments. This can be expected because smaller alignments are usually

more precise and logical conflicts will occur only rarely. However, there are systems

with relatively small alignments that cannot ensure coherence (e.g., OMReasoner and

RSDLWB). Overall, the field has not improved compared to last year with respect to gen-

erating coherent alignments respecting the logical constraints implied by the axioms of

the matched ontologies.

6 Large biomedical ontologies (largebio)

The Largebio test case aims at finding alignments between the large and semantically

rich biomedical ontologies FMA, SNOMED-CT, and NCI, which contains 78,989,

306,591 and 66,724 classes, respectively.

6.1 Test data

The test case has been split into three matching problems: FMA-NCI, FMA-SNOMED

and SNOMED-NCI; and each matching problem in 2 tasks involving different frag-

ments of the input ontologies.

The UMLS Metathesaurus [3] has been selected as the basis for reference align-

ments. UMLS is currently the most comprehensive effort for integrating independently-

developed medical thesauri and ontologies, including FMA, SNOMED-CT, and NCI.

Although the standard UMLS distribution does not directly provide alignments (in the

sense of [15]) between the integrated ontologies, it is relatively straightforward to ex-

tract them from the information provided in the distribution files (see [18] for details).
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It has been noticed, however, that although the creation of UMLS alignments com-

bines expert assessment and auditing protocols they lead to a significant number of

logical inconsistencies when integrated with the corresponding source ontologies [18].

Since alignment coherence is an aspect of ontology matching that we aim to pro-

mote in the Large BioMed track, in previous editions we provided coherent reference

alignments by refining the UMLS mappings using Alcomo (alignment) debugging sys-

tem [23], LogMap’s (alignment) repair facility [17], or both [19].

However, concerns were raised about the validity and fairness of applying auto-

mated alignment repair techniques to make reference alignments coherent [27]. It is

clear that using the original (incoherent) UMLS alignments would be penalizing to on-

tology matching systems that perform alignment repair. However, using automatically

repaired alignments would penalize systems that do not perform alignment repair and

also systems that employ a repair strategy that differs from that used on the reference

alignments [27].

Thus, for this year’s edition of the largebio track we arrived at a compromising solu-

tion that should be fair to all ontology matching systems. Instead of repairing the refer-

ence alignments as normal, by removing correspondences, we flagged the incoherence-

causing correspondences in the alignments by setting the relation to “?” (unknown).

These “?” correspondences will neither be considered as positive nor as negative when

evaluating the participating ontology matching systems, but will simply be ignored.

This way, systems that do not perform alignment repair are not penalized for finding

correspondences that (despite causing incoherences) may or may not be correct, and

systems that do perform alignment repair are not penalized for removing such corre-

spondences.

To ensure that this solution was as fair as possible to all alignment repair strategies,

we flagged as unknown all correspondences suppressed by any of Alcomo, LogMap or

AML [29], as well as all correspondences suppressed from the reference alignments of

last year’s edition (using Alcomo and LogMap combined). Note that, we have used the

(incomplete) repair modules of the above mentioned systems.

The flagged UMLS-based reference alignment for the OAEI 2014 campaign is sum-

marised as follows:

– FMA-NCI reference alignment: 2,686 “=” mappings, 338 “?” mappings

– FMA-SNOMED reference alignment: 6,026 “=” mappings, 2,982 “?” mappings

– SNOMED-NCI reference alignment: 17,210 “=” mappings, 1,634 “?” mappings

6.2 Evaluation setting, participation and success

We have run the evaluation in a Ubuntu Laptop with an Intel Core i7-4600U CPU @

2.10GHz x 4 and allocating 15Gb of RAM. Precision, Recall and F-measure have been

computed with respect to the UMLS-based reference alignment. Systems have been

ordered in terms of F-measure.

In the largebio test case, 11 out of 14 participating systems have been able to cope

with at least one of the tasks of the largebio test case. It is surprising, but for the first

year the largebio track had the largest participation with respect to the other tracks.
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System
FMA-NCI FMA-SNOMED SNOMED-NCI

Average #
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

LogMapLite 5 44 13 90 76 89 53 6

XMap 17 144 35 390 182 490 210 6

LogMap 14 106 63 388 263 917 292 6

AML 27 112 126 251 831 497 307 6

LogMap-C 81 289 119 571 2,723 2,548 1,055 6

LogMap-Bio 975 1,226 1,060 1,449 1,379 2,545 1,439 6

OMReasoner 82 36,369 691 - 5,206 - 10,587 4

MaasMatch 1,460 - 4,605 - - - 3,033 2

RSDLWB 2,216 - - - - - 2,216 1

AOT 9,341 - - - - - 9,341 1

AOTL 20,908 - - - - - 20,908 1

# Systems 11 7 8 6 7 6 4,495 45

Table 8. System runtimes (s) and task completion.

RiMOM-IM, InsMT and InsMTL are systems focusing in the instance matching track and

they did not produce any alignment for the largebio track.

Regarding the use of background knowledge, LogMap-Bio uses BioPortal as me-

diating ontology provider, that is, it retrieves from BioPortal the most suitable top-5

ontologies for the matching task.

6.3 Alignment coherence

Together with Precision, Recall, F-measure and Runtimes we have also evaluated the

coherence of alignments. We report (1) the number of unsatisfiabilities when reasoning

with the input ontologies together with the computed alignments, and (2) the ratio of

unsatisfiable classes with respect to the size of the union of the input ontologies.

We have used the OWL 2 reasoner HermiT [25] to compute the number of unsatisfi-

able classes. For the cases in which MORe could not cope with the input ontologies and

the alignments (in less than 2 hours) we have provided a lower bound on the number of

unsatisfiable classes (indicated by ≥) using the OWL 2 EL reasoner ELK [20].

In this OAEI edition, only two systems have shown alignment repair facilities,

namely: AML and LogMap (including LogMap-Bio and LogMap-C variants). Tables 9-

12 (see last two columns) show that even the most precise alignment sets may lead to a

huge amount of unsatisfiable classes. This proves the importance of using techniques to

assess the coherence of the generated alignments if they are to be used in tasks involving

reasoning.

6.4 Runtimes and task completion

Table 8 shows which systems were able to complete each of the matching tasks in less

than 10 hours and the required computation times. Systems have been ordered with

respect to the number of completed tasks and the average time required to complete

them. Times are reported in seconds.
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Task 1: small FMA and NCI fragments

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 27 2,690 0.96 0.93 0.90 2 0.02%

LogMap 14 2,738 0.95 0.92 0.90 2 0.02%

LogMap-Bio 975 2,892 0.91 0.92 0.92 467 4.5%

XMap 17 2,657 0.93 0.89 0.85 3,905 38.0%

LogMapLite 5 2,479 0.97 0.89 0.82 2,103 20.5%

LogMap-C 81 2,153 0.96 0.83 0.72 2 0.02%

MaasMatch 1,460 2,981 0.81 0.82 0.84 8,767 85.3%

Average 3,193 2,287 0.91 0.76 0.70 2,277 22.2%

AOT 9,341 3,696 0.66 0.75 0.85 8,373 81.4%

OMReasoner 82 1,362 0.99 0.63 0.47 56 0.5%

RSDLWB 2,216 728 0.96 0.38 0.24 22 0.2%

AOTL 20,908 790 0.90 0.38 0.24 1,356 13.2%

Task 2: whole FMA and NCI ontologies

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 112 2,931 0.83 0.84 0.86 10 0.007%

LogMap 106 2,678 0.86 0.83 0.81 13 0.009%

LogMap-Bio 1,226 3,412 0.72 0.79 0.87 40 0.027%

XMap 144 2,571 0.83 0.79 0.75 9,218 6.3%

Average 5,470 2,655 0.82 0.77 0.75 5,122 3.5%

LogMap-C 289 2,124 0.88 0.75 0.65 9 0.006%

LogMapLite 44 3,467 0.67 0.74 0.82 26,441 18.1%

OMReasoner 36,369 1,403 0.96 0.63 0.47 123 0.084%

Table 9. Results for the FMA-NCI matching problem.

The last column reports the number of tasks that a system could complete. For

example, 6 system were able to complete all six tasks. The last row shows the number

of systems that could finish each of the tasks. The tasks involving SNOMED were

also harder with respect to both computation times and the number of systems that

completed the tasks.

6.5 Results for the FMA-NCI matching problem

Table 9 summarizes the results for the tasks in the FMA-NCI matching problem. The

following tables summarize the results for the tasks in the FMA-NCI matching problem.

LogMap-Bio and AML provided the best results in terms of both Recall and F-

measure in Task 1 and Task 2, respectively. OMReasoner provided the best results in

terms of precision, although its recall was below average. From the last year partic-

ipants, XMap and MaasMatch improved considerably their performance with respect

to both runtime and F-measure. AML and LogMap obtained again very good results.

LogMap-Bio improves LogMap’s recall in both tasks, however precision is damaged

specially in Task 2.
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Task 3: small FMA and SNOMED fragments

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 126 6,791 0.93 0.82 0.74 0 0.0%

LogMap-Bio 1,060 6,444 0.93 0.81 0.71 0 0.0%

LogMap 63 6,242 0.95 0.80 0.70 0 0.0%

XMap 35 7,443 0.86 0.79 0.74 13,429 56.9%

LogMap-C 119 4,536 0.96 0.66 0.51 0 0.0%

MaasMatch 4,605 8,117 0.65 0.66 0.67 21,946 92.9%

Average 839 5,342 0.87 0.64 0.55 4,578 19.4%

LogMapLite 13 1,645 0.97 0.34 0.21 773 3.3%

OMReasoner 691 1,520 0.71 0.26 0.16 478 2.0%

Task 4: whole FMA ontology with SNOMED large fragment

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 251 6,192 0.89 0.75 0.65 0 0.0%

LogMap 388 6,141 0.83 0.71 0.62 0 0.0%

LogMap-Bio 1,449 6,853 0.76 0.70 0.65 0 0.0%

Average 523 5,760 0.79 0.62 0.54 11,823 5.9%

LogMap-C 571 4,630 0.85 0.61 0.48 98 0.049%

XMap 390 8,926 0.56 0.59 0.63 66,448 33.0%

LogMapLite 90 1,823 0.85 0.33 0.21 4,393 2.2%

Table 10. Results for the FMA-SNOMED matching problem.

Note that efficiency in Task 2 has decreased with respect to Task 1. This is mostly

due to the fact that larger ontologies also involves more possible candidate alignments

and it is harder to keep high precision values without damaging recall, and vice versa.

Furthermore, AOT, AOTL, RSDLWB and MaasMatch could not complete Task 2. The

first three did not finish in less than 10 hours while MaasMatch rose an “out of memory”

exception.

6.6 Results for the FMA-SNOMED matching problem

Table 10 summarizes the results for the tasks in the FMA-SNOMED matching problem.

AML provided the best results in terms of F-measure on both Task 3 and Task 4. AML

also provided the best Recall and Precision in Task 3 and Task 4, respectively; while

LogMapLite provided the best Precision in Task 3 and LogMap-Bio the best Recall in

Task 4.

Overall, the results were less positive than in the FMA-NCI matching problem.

As in the FMA-NCI matching problem, efficiency also decreases as the ontology size

increases. The most important variations were suffered by LogMapLite and XMap in

terms of precision. Furthermore, AOT, AOTL, RSDLWB could not complete neither Task

3 nor Task 4 in less than 10 hours. MaasMatch rose an “out of memory” exception in

Task 4, while OMReasoner could not complete Task 4 within the allowed time.

80



Task 5: small SNOMED and NCI fragments

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 831 14,131 0.92 0.81 0.72 ≥0 ≥0.0%

LogMap-Bio 1,379 14,360 0.88 0.79 0.71 ≥23 ≥0.031%

LogMap 263 14,011 0.89 0.78 0.70 ≥23 ≥0.031%

XMap 182 14,223 0.85 0.75 0.66 ≥65,512 ≥87.1%

Average 1,522 12,177 0.91 0.72 0.61 ≥23,078 ≥30.7%

LogMapLite 76 10,962 0.95 0.71 0.57 ≥60,426 ≥80.3%

LogMap-C 2,723 10,432 0.91 0.67 0.53 ≥0 ≥0.0%

OMReasoner 5,206 7,120 0.98 0.55 0.38 ≥35,568 ≥47.3%

Task 6: whole NCI ontology with SNOMED large fragment

System Time (s) # Corresp.
Scores Incoherence

Prec. F-m. Rec. Unsat. Degree

AML 497 12,626 0.91 0.76 0.65 ≥0 ≥0.0%

LogMap-Bio 2,545 12,507 0.85 0.70 0.60 ≥37 ≥0.020%

LogMap 917 12,167 0.86 0.70 0.59 ≥36 ≥0.019%

XMap 490 12,525 0.84 0.69 0.58 ≥134,622 ≥71.1%

Average 1,181 12,024 0.86 0.69 0.57 ≥47,578 ≥25.1%

LogMapLite 89 12,907 0.80 0.66 0.57 ≥150,776 ≥79.6%

LogMap-C 2,548 9,414 0.88 0.61 0.46 ≥1 ≥0.001%

Table 11. Results for the SNOMED-NCI matching problem.

6.7 Results for the SNOMED-NCI matching problem

Table 11 summarizes the results for the tasks in the SNOMED-NCI matching problem.

AML provided the best results in terms of both Recall and F-measure in Task 5, while

OMReasoner provided the best results in terms of precision. Task 6 was completely

dominated by AML.

As in the previous matching problems, efficiency decreases as the ontology size

increases. Furthermore, AOT, AOTL, RSDLWB could not complete Task 5 nor Task 6 in

less than 10 hours. MaasMatch rose a ”stack overflow” exception in Task 5 and an “out

of memory” exception in Task 6, while OMReasoner could not complete Task 6 within

the allocated time.

6.8 Summary results for the top systems

Table 12 summarizes the results for the systems that completed all 6 tasks of largebio

track. The table shows the total time in seconds to complete all tasks and averages for

Precision, Recall, F-measure and Incoherence degree. The systems have been ordered

according to the average F-measure and Incoherence degree.

AML was a step ahead and obtained the best average Recall and F-measure, and

the second best average Precision. LogMap-C obtained the best average Precision while

LogMap-Bio obtained the second best average Recall.
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System Total Time (s)
Average

Prec. F-m. Rec. Inc. Degree

AML 1,844 0.91 0.82 0.75 0.004%

LogMap 1,751 0.89 0.79 0.72 0.013%

LogMap-Bio 8,634 0.84 0.78 0.74 0.8%

XMap 1,258 0.81 0.75 0.70 48.7%

LogMap-C 6,331 0.91 0.69 0.56 0.013%

LogMapLite 317 0.87 0.61 0.53 34.0%

Table 12. Summary results for the top systems.

Regarding alignment incoherence, AML also computed, on average, the correspon-

dence sets leading to the smallest number of unsatisfiable classes. LogMap variants also

obtained very good results in terms of alignment coherence.

Finally, LogMapLite was the fastest system. The rest of the tools were also very fast

and only needed between 21 and 144 minutes to complete all 6 tasks.

6.9 Conclusions

Although the proposed matching tasks represent a significant leap in complexity with

respect to the other OAEI test cases, the results have been very promising and 6 systems

completed all matching tasks with very competitive results. Furthermore, 11 systems

completed at least one of the tasks.

There is, as in previous OAEI campaigns, plenty of room for improvement: (1) most

of the participating systems disregard the coherence of the generated alignments; (2) the

size of the input ontologies should not significantly affect efficiency, and (3) recall in

the tasks involving SNOMED should be improved while keeping precision values.

The alignment coherence measure was the weakest point of the systems partici-

pating in this test case. As shown in Tables 9-12, even highly precise alignment sets

may lead to a huge number of unsatisfiable classes (e.g. LogMapLite and OMReasoner

alignments in Task 5). The use of techniques to assess alignment coherence is critical if

the input ontologies together with the computed alignments are to be used in practice.

Unfortunately, only a few systems in OAEI 2014 have shown to successfully use such

techniques. We encourage ontology matching system developers to develop their own

repair techniques or to use state-of-the-art techniques such as Alcomo [23], the repair

module of LogMap (LogMap-Repair) [17] or the repair module of AML [29], which have

shown to work well in practice [19, 16].

7 MultiFarm

The MultiFarm data set [24] aims at evaluating the ability of matching systems to deal

with ontologies in different natural languages. This data set results from the transla-

tion of 7 Conference track ontologies (cmt, conference, confOf, iasted, sigkdd, ekaw

and edas), into 8 languages: Chinese, Czech, Dutch, French, German, Portuguese, Rus-

sian, and Spanish (+ English). These translations result in 36 pairs of languages. For
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each pair, taking into account the alignment direction (cmten–confOfde and cmtde–

confOfen, for instance, as two distinct matching tasks), we have 49 matching tasks.

Hence, MultiFarm is composed of 36× 49 matching tasks.

7.1 Experimental setting

For the 2014 campaign, part of the data set has been used for a kind of blind evalua-

tion. This subset include all the pairs of matching tasks involving the edas and ekaw

ontologies (resulting in 36× 24 matching tasks), which were not used in previous cam-

paigns10. We refer to evaluation as edas and ekaw based evaluation in the following.

Participants were able to test their systems on the freely available sub-set of match-

ing tasks (open evaluation) (including reference alignments), available via the SEALS

repository, which is composed of 36× 25 tasks.

We can distinguish two types of matching tasks in MultiFarm : (i) those tasks where

two different ontologies (cmt–confOf, for instance) have been translated into different

languages; and (ii) those tasks where the same ontology (cmt–cmt, for instance) has

been translated into different languages. For the tasks of type (ii), good results are not

directly related to the use of specific techniques for dealing with ontologies in different

natural languages, but on the ability to exploit the fact that both ontologies have an

identical structure.

This year, only 3 systems (out of 14 participants, see Table 2) use specific cross-

lingual11 methods: AML, LogMap and XMap. This number drastically decreased with

respect to the last two campaigns: 7 systems in 2013 and 7 in 2012. All of them integrate

a translation module in their implementations. LogMap uses Google Translator API

and pre-compiles a local dictionary in order to avoid multiple accesses to the Google

server within the matching process. AML and XMap use Microsoft Translator, and AML

adopts the same strategy of LogMap computing a local dictionary. The translation step

is performed before the matching step itself.

7.2 Execution setting and runtime

The systems have been executed on a Debian Linux VM configured with four pro-

cessors and 20GB of RAM running under a Dell PowerEdge T610 with 2*Intel Xeon

Quad Core 2.26GHz E5607 processors, under Linux ProxMox 2 (Debian). With respect

to runtime, we compare all systems on the basis of the open data set and their runtimes

10 In fact, this subset was, two years ago, by error, available on the MultiFarm web page. Since

that, we have removed it from there and it is not available as well for the participants via the

SEALS repositories. However, we cannot guarantee that the participants have not used this

data set for their tests.
11 As already reported in the last campaign, we have revised the definitions of multilingual and

cross-lingual matching. Initially, as reported in [24], MultiFarm was announced as a bench-

mark for multilingual ontology matching, i.e., multilingual in the sense that we have a set of

ontologies in 8 languages. However, it is more appropriate to use the term cross-lingual on-

tology matching. Cross-lingual ontology matching refers to the matching cases where each

ontology uses a different natural language (or a different set of natural languages) for entity

naming, i.e., the intersection of sets is empty. It is the case of matching tasks in MultiFarm.
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can be found in Table 13. All measurements are based on a single run. Systems not listed

in Table 13 have not been executed in this track – InsMT, InsMTL, RiMOM-IM (dedicated

to the IM track) and LogMapBio (dedicated to LargeBio track) – or have encountered

problems to parse the ontologies (OMReasoner). Some exceptions were observed for

MaasMatch, which was not able to be executed under the same setting than the other

systems. Thus, we do not report on execution time for this system.

We can observe large differences between the time required for a system to complete

the 36× 25 matching tasks. While AML takes around 8 minutes, XMap requires around

24 hours. Under a same setting LogMap took around 18 minutes in 2013 and around

2 hours this year. This is due to the fact that the local dictionaries are incomplete and

accesses to Google Translator server have to be performed for some pairs, what may

explain the increase in the execution time.

7.3 Evaluation results

Open evaluation results Before discussing the results for the edas and ekaw based

evaluation, we present the aggregated results for the open subset of MultiFarm, for

the test cases of type (i) and (ii) (Table 13). The results have been computed using

the Alignment API 4.6. We did not distinguish empty and erroneous alignments. We

observe significant differences between the results obtained for each type of matching

task, specially in terms of precision, for all systems, with lower differences in terms of

recall. As expected, all systems implementing specific cross-lingual techniques generate

the best results for test cases of type (i). A similar behavior has also been observed for

the tests cases of type (ii), even if the specific strategies could have less impact due to the

fact that the identical structure of the ontologies could also be exploited instead by the

other systems. For cases of type (i), while LogMap has the best precision (at the expense

of recall), AML has similar results in terms of precision and recall and outperforms the

other systems in terms of F-measure (what is the case for both types of tasks).

Type (i) Type (ii)

System Time Size Prec. F-m. Rec. Size Prec. F-m. Rec.

AML 8 11.40 .57 .54 .53 54.89 .95 .62 .48

LogMap 128 5.04 .80 .40 .28 36.07 .94 .41 .27

XMap 1455 110.79 .31 .35 .43 67.75 .76 .50 .40

AOT 21 106.29 .02 .04 .17 109.79 .11 .12 .12

AOTL 48 1.86 .10 .03 .02 2.65 .27 .02 .01

LogMap-C 25 1.30 .15 .04 .02 3.52 .31 .02 .01

LogMapLite 6 1.73 .13 .04 .02 3.65 .25 .02 .01

MaasMatch - 3.16 .27 .15 .10 7.71 .52 .10 .06

RSDLWB 18 1.31 .16 .04 .02 2.41 .34 .02 .01

Table 13. MultiFarm aggregated results per matcher (average), for each type of matching task –

different ontologies (i) and same ontologies (ii). Time is measured in minutes (time for complet-

ing the 36 × 25 matching tasks). Size indicates the average of the number of generated corre-

spondences for each test type.

84



With respect to the specific pairs of languages for test cases of type (i), for the sake

of brevity, we do not detail them here. The reader can refer to the OAEI results web

page for detailed results for each of the 36 pairs of languages. As expected and al-

ready reported above, systems that apply specific strategies to match ontology entities

described in different natural languages outperform all other systems. As already ob-

served for the best system last year (YAM++), the best results in terms of F-measure for

AML has been observed for the pairs involving Czech – cz-en (.63), cz-ru (.63), cz-es

(.61), cz-nl (.60) – followed of pairs involving English and Russian – en-ru (.60). In the

case of LogMap, for pairs involving English, Spanish – en-es (.61) – and Czech – cz-en

(.60) – it generates its best scores, followed by en-pt (.56) and de-en (.56). As AML,

top F-measure results for XMap are observed for the pair involving Czech – cz-es (.50),

cz-fr (.47), cz-pt (.46). However, when dealing with cases of type (ii), these systems

generate best results for the pairs involving English, French, Portuguese and Spanish

(including Dutch for LogMap).

For non-specific systems, most of them cannot deal with Chinese and Russian lan-

guages. All of them generate their best results for the pairs es-pt and de-en: AOT (es-pt

.10), AOTL (de-en .19), LogMap-C (de-en .20), LogMapLite (es-pt .23) MaasMatch (de-

en .37) and RSDLWB (es-pt .23), followed by es-fr, en-es and fr-nl. These systems take

advantage of similarities in the vocabulary for these languages in the matching task, in

the absence of specific strategies. A similar result has been observed last year for non-

specific systems, where 7 out of 10 cross-lingual systems generated their best results for

the pair es-pt, followed by the pair de-en. On the other hand, although it is likely harder

to find correspondences between cz-pt than es-pt, for some systems Czech is present in

the top-5 F-measure (cz-pt, for LogMap-C, LogMapLite and RSDLWB or cz-es for AOTL,

LogMapLite and RSDLWB). It can be explained by the specific way systems combine

their internal matching techniques (ontology structure, reasoning, coherence, linguistic

similarities, etc).

Edas and Ekaw based evaluation In the first year of MultiFarm evaluation, we have

used a subset of the whole data set, where we omitted the ontologies edas and ekaw,

and suppressed the test cases where Russian and Chinese were involved. Since 2012, we

have included Russian and Chinese translations, and this year we have included edas

and ekaw in a (pseudo) blind setting, as explained above. We evaluate this subset on

the systems implementing specific cross-lingual strategies. The tools run in the SEALS

platform using locally stored ontologies. Table 14 presents the results for AML and

LogMap. Using this setting, XMap has launched exceptions for most pairs and its results

are not reported for this subset. These internal exceptions were due to the fact that

the system exceeded the limit of accesses to the translator and could not generate any

translation for most pairs. While AML includes in its local dictionaries the automatic

translations for the two ontologies, it is not the case for LogMap (real blind case). This

can explain the similar results obtained by AML in both settings. However, LogMap has

encountered many problems for accessing Google translation server from our server,

what explain the decrease in its results and the increase in runtime (besides the fact that

this data set is slightly bigger than the open data set in terms of ontology elements).
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Overall, for cases of type (i) – remarking the particular case of AML – the systems

maintained their performance with respect to the open setting.

Type (i) Type (ii)

System Time Size Prec. F-m. Rec. Size Prec. F-m. Rec.

AML 14 12.82 .55 .47 .42 64.59 .94 .62 .46

LogMap 219 5.21 .77 .33 .22 71.13 .19 .14 .11

Table 14. MultiFarm aggregated results per matcher for the edas and ekaw based evaluation, for

each type of matching task – different ontologies (i) and same ontologies (ii). Time, in minutes,

for completing the 36× 24 matching task.

Comparison with previous campaigns In the first year of evaluation of MultiFarm

(2011.5 campaign), 3 participants (out of 19) used specific techniques. In 2012, 7 sys-

tems (out of 24) implemented specific techniques for dealing with ontologies in differ-

ent natural languages. We had the same number of participants in 2013. This year, none

of these systems has participated. However, we count with 3 systems implementing

cross-lingual strategies (AML, LogMap and XMap), as extensions of versions partici-

pating in previous campaigns. Comparing 2013 and 2012 F-measure results (on the

same basis - type (ii)), this year AML (.54) outperformed the best system in 2013 and

2012 – YAM++ (.40) – while LogMap (.40) had similar results. In overall, we observe a

global improvement in performance this year for systems implementing specific match-

ing strategies. With respect to non-specific systems, MaasMatch increased F-measure

for tests of type (i) – from .01 up to .15 – and decreased that of cases (ii) – .29 to .10.

Its good performance in (ii) may be explained by the implementation of new similarity

aggregations reflecting similarity values even when few overlaps exist.

7.4 Conclusion

As we could expect, systems implementing specific methods for dealing with ontologies

in different languages outperform non specific systems. However, since the first cam-

paign MultiFarm is proposed, the absolute results are still not very good, if compared

to the top results of the original Conference data set (approximatively 74% F-measure

for the best matcher). Although only 3 systems have implemented specific strategies

this year, in terms of overall results, one of them has outperformed the best systems in

previous campaigns. However, the adopted strategies are rather limited to translations

steps before the matching step itself. Again, all systems privilege precision rather than

recall. Both in terms of matching strategies and results, there is still room for improve-

ments. As future work, we plan to provide a new version of the data set, correcting as

well some typos identified in the translations. We envisage as well to add the Italian

translations as (real) blind evaluation.

86



8 Library

The library test case was established in 201212. The test case consists of matching two

real-world thesauri: The Thesaurus for the Social Sciences (TSS, maintained by GESIS)

and the Standard Thesaurus for Economics (STW, maintained by ZBW). The reference

alignment is based on a manually created alignment in 2006. As additional benefit from

this test case, the reference alignment is constantly updated by the maintainers with

the generated correspondences that are checked manually when they are not part of the

reference alignment.13

8.1 Test data

Both thesauri used in this test case are comparable in many respects. They have roughly

the same size (6,000 resp. 8,000 concepts), are both originally developed in German,

are both translated into English, and, most important, despite being from two different

domains, they have significant overlapping areas. Not least, both are freely available

in RDF using SKOS.14 To enable the participation of all OAEI matchers, an OWL

version of both thesauri is provided, effectively by creating a class hierarchy from the

concept hierarchy. Details are provided in the report of the 2012 campaign [1]. For the

first time, we also created an OWL version containing SKOS annotations like preferred

and alternative label as OWL annotations. As stated above, we updated the reference

alignment with all correct correspondences found during the last campaigns. It now

consists of 3161 correspondences.

8.2 Experimental setting

All matching processes have been performed on a Debian machine with one 2.4GHz

core and 7GB RAM allocated to each system. The evaluation has been executed by

using the SEALS infrastructure. Each participating system uses the OWL version, two

systems make use of the additional SKOS annotations.

To compare the created alignments with the reference alignment, we use

the Alignment API. For this evaluation, we only included equivalence relations

(skos:exactMatch). We computed precision, recall and F1-measure for each matcher.

Moreover, we measured the runtime, the size of the created alignment, and checked

whether a 1:1 alignment has been created. To assess the results of the matchers, we

developed three straightforward matching strategies, using the original SKOS version

of the thesauri:

– MatcherPrefDE: Compares the German lower-case preferred labels and generates

a correspondence if these labels are completely equivalent.

– MatcherPrefEN: Compares the English lower-case preferred labels and generates a

correspondence if these labels are completely equivalent.

12 There has already been a library test case from 2007 to 2009 using different thesauri, as well

as other thesaurus test cases like the food and the environment test cases.
13 With the reasonable exception of XMapGen, which produces almost 40.000 correspondences.
14 http://www.w3.org/TR/skos-reference/

87



– MatcherPref: Creates a correspondence, if either MatcherPrefDE or Matcher-

PrefEN or both create a correspondence.

– MatcherAllLabels: Creates a correspondence whenever at least one label (preferred

or alternative, all languages) of an entity is equivalent to one label of another entity.

8.3 Results

Of all 12 participating matchers (or variants), 7 were able to generate an alignment

within 8 hours. The results can be found in Table 15.

Matcher Precision F-Measure Recall Time (ms) Size 1:1

AML* 0.82 0.80 0.78 68489 2983 -

MatcherPref 0.91 0.74 0.63 - 2190 -

AML 0.72 0.73 0.75 71070 3303 -

MatcherPrefDE 0.98 0.73 0.58 - 1885 -

MatcherAllLabels 0.61 0.72 0.89 - 4605 -

LogMap* 0.74 0.71 0.68 222668 2896 -

LogMap 0.78 0.71 0.65 73964 2642 -

LogMapLite 0.64 0.70 0.77 9329 3782 -

XMap2 0.51 0.65 0.89 12652823 5499 -

MatcherPrefEN 0.88 0.57 0.42 - 1518 -

MaasMatch 0.50 0.57 0.66 14641118 4117 x

LogMap-C 0.48 0.34 0.26 21859 1723 -

RSDLWB 0.78 0.07 0.04 32828314 155 x

Table 15. Results of the Library test case (ordered by F-measure).

The best systems in terms of F-measure are AML and LogMap. AML* and LogMap*

are the matching systems performed on the OWL-dataset with SKOS annotations. For

both systems, using this ontology version increases the F-measure up to 7% which

shows that the additional information is useful. Except for AML, all systems are below

the MatcherPrefDE and MatcherAllLabels strategies. A group of matchers including

LogMap, LogMapLite, and XMap2 are above the MatcherPrefEN baseline. Compared to

the evaluation conducted last year, the results are similar: The baselines with preferred

labels are still very good and can only be beaten by one system. AML* has a better F-

Measure than any other system before (4% increase compared to the best matcher of

last year).

Like in previous years, an additional intellectual evaluation of the alignments estab-

lished automatically was done by a domain expert to further improve the reference

alignment. Since the competing ontology matching tools predominantly apply lexi-

cal approaches for matching the two vocabularies they foremost establish new cor-

respondences on the character level. The main approaches that are applied here are

Levenshtein distance or string recognition where character strings could consist of

up to a whole part of a compound word, partly used as an adjective. Together with

the three above described straightforward matching strategies, these character respec-

tively string matching approaches lead to different types of systematic mismatches.

Especially in the case of short terms, Levensthein distance could lead to wrong cor-

respondences, e.g., “Ziege” (Eng. goat) and “Zeuge” (Eng. witness) or “Dumping”
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(Eng. dumping) and “Doping” (Eng. doping). Mere string matching often leads to

wrong correspondences. Typical cases include partial matchings at the beginning, in

the middle, or at the end of a word, like “Monopson” (Eng. monopsony) and “Mono-

tonie” (Eng. monotony), “Zession” (Eng. cession) and “Rezession” (Eng. recession), or

“Rohrleitungsbau” (Eng. pipeline construction) and “Jugendleiter” (Eng. youth leader).

Mismatches also happen when the longest string consists of an independently occurring

word, e.g., “Kraftfahrtversicherung” (Eng. motor-vehicle insurance) and “Zusatzver-

sicherung” (Eng. supplementary insurance) or the longest occurring word is an ad-

jective, e.g., “Arabisch” (Eng. Arab) and “Arabische Liga” (Eng. Arab League). Both

sources of mismatch, Levensthein distance and string match, could also occur in one

single correspondence, e.g., “Leasinggesellschaft” (Eng. leasing company) and “Leis-

tungsgesellschaft” (Eng. achieving society). Since the translations were equally used

to build up correspondences they could also lead to a number of mismatches, e.g.,

“Brand” (Eng. incendiary) and “Marke” (Eng. brand). The same applies to indications

of homonyms, e.g. “Samen (Volk)” (Eng. sami (people)) and “Volk” (Eng. people).

8.4 Conclusion

In this challenge, the overall improvement of the performance is encouraging. While it

might not look impressive to beat simple baselines as ours at first sight, it is actually a

notable achievement. The baselines are not only tailored for very high precision, bene-

fitting from the fact that in many cases a consistent terminology is used, they also exploit

additional knowledge about the labels. The matchers are general-purpose matchers that

have to perform well in all challenges of the OAEI. Using the SKOS properties as an-

notation properties is a first step in order to make use of the many concept hierarchies

provided on the Web.

In this regard, the improvement of F-measure for AML* is encouraging, since SKOS

annotations may influence the matching result positively. The intellectual evaluation of

new correspondences which have been created automatically has shown that matching

tools are apparently still based exclusively on lexical approaches (comparison at string

level). It becomes obvious that, instead, context knowledge is needed to avoid false cor-

respondences. This context knowledge must clearly go beyond the mere consideration

of translations and synonyms. One approach could be the consideration of the classifi-

cation schemes of the Thesauri before establishing new correspondences. Taking into

account the reference alignment, the highest confidence values should be assigned to

the candidate correspondences that come from those classification schemes which have

been most commonly mapped in the reference alignment.

9 Interactive matching

The interactive matching test case was evaluated at OAEI 2014 for the second time.

The goal of this evaluation is to simulate interactive matching [26], in which a human

expert is involved to validate correspondences found by the matching system. In the

evaluation, we look at how user interaction may improve matching results.

89



For the evaluation, we use the conference data set (see 5) with the ra1 alignment,

where there is quite a bit of room for improvement, with the best fully automatic, i.e.,

non-interactive matcher achieving an F-measure below 80%. The SEALS client was

modified to allow interactive matchers to ask an oracle, which emulates a (perfect) user.

The interactive matcher can present a correspondence to the oracle, which then tells the

user whether the correspondence is right or wrong.

All matchers participating in the interactive test case support both interactive and

non-interactive matching. This allows us to analyze how much benefit the interaction

brings for the individual matchers.

9.1 Results

Overall, four matchers participated in the interactive matching track: AML, Hertuda,

LogMap, and WeSeE-Match. The systems AML and LogMap have been further devel-

oped compared to last year, the other two ones are the same as last year. All of them

implement interactive strategies that run entirely as a post-processing step to the auto-

matic matching, i.e., take the alignment produced by the base matcher and try to refine

it by selecting a suitable subset.

AML asks the oracle if the similarity variance between the matching algorithms AML

employs is significant. Further, an alignment repair step is also performed interactively.

Last year, AML presented all correspondences below a certain confidence threshold to

the oracle, starting with the highest confidence values. LogMap checks all questionable

correspondences using the oracle. Hertuda and WeSeE-Match try to adaptively set an

optimal threshold for selecting correspondences. They perform a binary search in the

space of possible thresholds, presenting a correspondence of average confidence to the

oracle first. If the result is positive, the search is continued with a higher threshold,

otherwise with a lower threshold.

Matcher Precision F-measure Recall

AML **0.913 (0.85) **0.801 (0.73) **0.735 (0.64)

HerTUDA 0.790 (0.74) 0.582 (0.60) 0.497 (0.50)

LogMap *0.888 (0.80) *0.729 (0.68) 0.639 (0.59)

WeSeE **0.734 (0.85) 0.473 (0.61) 0.404 (0.47)

Table 16. Results on the interactive matching task. The numbers in parantheses denote the results

achieved without interaction. Significant differences between the interactive and non-interactive

results are marked with * (p < 0.05) and ** (p < 0.01).

The results are depicted in Table 16. The largest improvement in F-measure, as

well as the best overall result is achieved by AML, which increases its F-measure by

seven percentage points (compared to the non-interactive results). Furthermore, AML

shows a statistically significant increase in recall as well as precision, while all the

other tools except for Hertuda show a significant increase in precision. The increase in

precision is in all cases, except for AML, higher than the increase of recall. On the other

hand, Hertuda, shows a decrease in recall, which cannot compensate for the increase in

precision, and WeSeE shows a decrease in both recall and precision. Thus, we conclude

that the interaction strategy used by those matchers is not as effective than those of the

other participants.
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When comparing to the results of last year [6], AML improved its F-measure by

almost 10%. On the other hand, LogMap shows a slight decrease in recall, and hence,

in F-measure. Compared to the results of the non-interactive conference track, the best

interactive matcher (in terms of F-measure) is better than all non-interactive matching

systems. Furthermore, the comparison to the non-interactive results show that there is

a clear benefit of interactive matching – there, AML is also the best matching system,

and still there is a significant improvement in both precision and recall when using

interaction.

For further analyzing the effects of interaction and the efficiency at which the oracle

is used, we also traced the number of interactions, both in absolute numbers and in

relation to the size of the reference alignment. These measures are relevant in a practical

setting, since the time of a domain expert validating is usually scarce, so an interactive

matching tool should limit the number of interactions as much as possible. The results

are depicted in Table 17.

It can be observed that LogMap has the lowest number of interactions with the or-

acle, while HerTUDA has the highest number, exposing roughly as many correspon-

dences to the oracle as there are correspondences in the reference alignment. These

observations show that, when comparing the tools, there is no clear trend showing that

the number of interactions has a direct effect on the result quality – on the contrary, it

is possible to build well performing tools using only few interactions.

Matcher Total Positive Negative Relative

AML 6.953 2.286 4.667 0.497

HerTUDA 12.285 1.952 10.333 0.996

LogMap 4.095 2.571 1.524 0.391

WeSeE 5.477 1.667 3.81 0.447

Table 17. Interactions of the individual matchers. The table depicts the average number of in-

teractions used by the matchers (each interaction is the validation of one correspondence), the

average number of positive and negative examples, and the relative number of interactions, i.e.,

divided by the size of the reference alignment.

Looking at the tools, it can be observed that current interactive matching tools

mainly use interaction as a means to post-process an alignment found with fully au-

tomatic means. There are, however, other interactive approaches that can be thought

of, which include interaction at an earlier stage of the process, e.g., using interaction

for parameter tuning [28], or determining anchor elements for structure-based match-

ing approaches using interactive methods. The maximum F-measure of 0.801 achieved

shows that there is still room for improvement. Furthermore, different variations of the

evaluation method can be thought of, including different noise levels in the oracle’s

responses, i.e., simulating errors made by the human expert, or allowing other means

of interactions than the validation of single correspondences, e.g., providing a random

positive example, or providing the corresponding element in one ontology, given an

element of the other one.
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10 Ontology Alignment For Query Answering (OA4QA)

Ontology matching systems rely on lexical and structural heuristics and the integration

of the input ontologies and the alignments may lead to many undesired logical conse-

quences. In [18] three principles were proposed to minimize the number of potentially

unintended consequences, namely: (i) consistency principle, the alignment should not

lead to unsatisfiable classes in the integrated ontology; (ii) locality principle, the cor-

respondences should link entities that have similar neighborhoods; (iii) conservativity

principle, the alignments should not introduce alterations in the classification of the

input ontologies. The occurrence of these violations is frequent, even in the reference

alignments sets of the Ontology Alignment Evaluation Initiative (OAEI) [31, 32].

Violations to these principles may hinder the usefulness of ontology matching. The

practical effect of these violations, however, is clearly evident when ontology align-

ments are involved in complex tasks such as query answering [23]. The traditional

tracks of OAEI evaluate ontology matching systems w.r.t. scalability, multi-lingual sup-

port, instance matching, reuse of background knowledge, etc. Systems’ effectiveness is,

however, only assessed by means of classical information retrieval metrics, i.e., preci-

sion, recall and f-measure, w.r.t. a manually-curated reference alignment, provided by

the organizers. OA4QA track [33], introduced in 2014, evaluates those same metrics,

with respect to the ability of the generated alignments to enable the answer of a set of

queries in an ontology-based data access (OBDA) scenario, where several ontologies

exist. Our target scenario is an OBDA scenario where one ontology provides the vocab-

ulary to formulate the queries (QF-Ontology) and the second is linked to the data and

it is not visible to the users (DB-Ontology). Such OBDA scenario is presented in real-

world use cases, e.g., Optique project15 [21, 31]. The integration via ontology alignment

is required since only the vocabulary of the DB-Ontology is connected to the data. The

OA4QA will also be key for investigating the effects of logical violations affecting the

computed alignments, and evaluating the effectiveness of the repair strategies employed

by the matchers.

10.1 Dataset

The set of ontologies coincides with that of the conference track (§5), in order to facili-

tate the understanding of the queries and query results. The dataset is however extended

with synthetic ABoxes, extracted from the DBLP dataset.16

Given a query q expressed using the vocabulary of ontology O1, another ontol-

ogy O2 enriched with synthetic data is chosen. Finally, the query is executed over the

aligned ontology O1 ∪M ∪ O2, whereM is an alignment between O1 and O2. Here

O1 plays the role of QF-Ontology, while O2 that of DB-Ontology.

15 http://www.optique-project.eu/
16 http://dblp.uni-trier.de/xml/
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10.2 Query Evaluation Engine

The evaluation engine considered is an extension of the OWL 2 reasoner HermiT, known

as OWL-BGP17 [22]. OWL-BGP is able to process SPARQL queries in the SPARQL-

OWL fragment, under the OWL 2 Direct Semantics entailment regime [22]. The queries

employed in the OA4QA track are standard conjunctive queries, that are fully supported

by the more expressive SPARQL-OWL fragment. SPARQL-OWL, for instance, also

support queries where variables occur within complex class expressions or bind to class

or property names.

10.3 Evaluation Metrics and Gold Standard

The evaluation metrics used for the OA4QA track are the classic information retrieval

ones, i.e., precision, recall and f-measure, but on the result set of the query evaluation.

In order to compute the gold standard for query results, the publicly available reference

alignments ra1 has been manually revised. The aforementioned metrics are then evalu-

ated, for each alignment computed by the different matching tools, against the ra1, and

manually repaired version of ra1 from conservativity and consistency violations, called

rar1 (not to be confused with ra2 alignment of the conference track).

Three categories of queries are considered in OA4QA: (i) basic queries: instance re-

trieval queries for a single class or queries involving at most one trivial correspondence

(that is, correspondences between entities with (quasi-)identical names), (ii) queries

involving (consistency or conservativity) violations, (iii) advanced queries involving

nontrivial correspondences.

For unsatisfiable ontologies, we tried to apply an additional repair step, that con-

sisted in the removal of all the individuals of incoherent classes. In some cases, this

allowed to answer the query, and depending on the classes involved in the query itself,

sometimes it did not interfere in the query answering process.

10.4 Impact of the Mappings in the Query Results

The impact of unsatisfiable ontologies, related to the consistency principle, is immedi-

ate. The conservativity principle, compared to the consistency principle, received less

attention in literature, and its effects in a query answering process is probably less

known. For instance, consider the aligned ontology OU computed using confof and

ekaw as input ontologies (Oconfof and Oekaw, respectively), and the ra1 reference

alignment between them. OU entails ekaw:Student ⊑ ekaw:Conf Participant,

while Oekaw does not, and therefore this represents a conservativity principle viola-

tion [31]. Clearly, the result set for the query q(x) ← ekaw:Conf Participant(x)
will erroneously contain any student not actually participating at the conference. The

explanation for this entailment in OU is given below, where Axioms 1 and 3 are corre-

17 https://code.google.com/p/owl-bgp/
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spondences from the reference alignment.

confof :Scholar ≡ ekaw:Student (1)

confof :Scholar ⊑ confof :Participant (2)

confof :Participant ≡ ekaw:Conf Participant (3)

In what follows, we provide possible (minimal) alignment repairs for the aforemen-

tioned violation:

– the weakening of Axiom 1 into confof :Scholar ⊒ ekaw:Student,

– the weakening of Axiom 3 into confof :Participant ⊒ ekaw:Conf Participant.

Repair strategies could disregard weakening in favor of complete mapping removal,

in this case the removal of either Axiom 1, or Axiom 3 could be possible repairs. Finally,

for stategies including the input ontologies as a possible repair target, the removal of

Axiom 2 can be proposed as a legal solution to the problem.

10.5 Results

Table 18 shows the average precision, recall and f-measure results for the whole set of

queries: AML, LogMap, LogMap-C and XMap were the only matchers whose alignments

allowed to answer all the queries of the evaluation.

LogMap was the best performing tool for what concerns averaged precision, recall

and f-measure, closely followed by LogMap-C and AML. XMap, despite being able to

produce an alignment not leading to unsatifiability during query answering, did not

perform as well.

Considering Table 18, the difference in results between the publicly available ref-

erence alignment of the Conference track (ra1) and its repaired version (rar1) was not

significant and, as expected, affected precision. Most of the differences between ra1 and

rar1 are related to conservativity violations, and this is reflected by a reduced precision

employing rar1 w.r.t. ra1. However, the f-measure ranking between the two reference

alignments is (mostly) preserved. If we compare Table 18 (the results of the present

track) and Table 7 (the results of Conference track) we can see that the top-4 matcher

ranking coincides, even if with a slight variation. But, considering rar1 alignment, the

gap between the top-4 matcher and the others is highlighted, and it also allows to differ-

entiate more among the least performing matchers, and seems therefore more suitable

as a reference alignment in the context of OA4QA track evaluation.

Comparing Table 18 and Table 19 (measuring the degree of incoherence of the com-

puted alignments of the Conference track) it seems that a negative correlation between

the ability of answering queries and the average degree of incoherence of the match-

ers do exists. For instance, taking into account the different positions in the ranking of

AOT, we can see that logical violations are definitely penalized more in our test case

than in the traditional Conference track, due to its target scenario. MaasMatch, instead,

even if presenting many violations and even if most of its alignment is suffering from

incoherences, is in general able to answer enough of the test queries (5 out of 18).

LogMap-C, to the best of our knowledge the only ontology matching systems fully

addressing conservativity principle violations, did not outperform LogMap, because
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some correspondences removed by its extended repair capabilities prevented to answer

to one of the queries (the result set was empty as an effect of correspondence removal).

Table 18. OA4QA track, averaged precision and recall (over the single queries), for each matcher.

F-measure, instead, is computed using the averaged precision and recall. Matchers are sorted on

their f-measure values for ra1.

Matcher Answered queries
ra1 rar1

Prec. F-m Rec. Prec. F-m Rec.

LogMap 18/18 0.750 0.750 0.750 0.729 0.739 0.750

AML 18/18 0.722 0.708 0.694 0.701 0.697 0.694

LogMap-C 18/18 0.722 0.708 0.694 0.722 0.708 0.694

XMap 18/18 0.556 0.519 0.487 0.554 0.518 0.487

RSDLWB 15/18 0.464 0.471 0.479 0.407 0.431 0.458

OMReasoner 15/18 0.409 0.432 0.458 0.407 0.431 0.458

LogMapLite 11/18 0.409 0.416 0.423 0.351 0.375 0.402

MaasMatch 5/18 0.223 0.247 0.278 0.203 0.235 0.278

AOTL 6/18 0.056 0.056 0.056 0.056 0.056 0.056

AOT 0/18 0.000 0.000 0.000 0.000 0.000 0.000

Table 19. Incoherences in the alignment computed by the participants to the Conference track.

The values in the “Alignment size” and “Inc. Degre” columns represent averages over the 21

computed alignments.

Matcher Alignment size Inc. alignments Inc. Degree

AML 10.95 0/21 0%

AOT 59.17 18/21 40.4%

AOTL 14.67 17/21 15.1%

LogMap 10.71 0/21 0%

LogMap-C 10.24 0/21 0%

LogMapLite 9.91 7/21 5.4%

MaasMatch 33.00 19/21 21%

OMReasoner 8.10 4/21 2.5%

RSDLWB 8.33 4/21 2.5%

XMap 8.14 0/21 0%

10.6 Conclusions

Alignment repair does not only affect precision and recall while comparing the com-

puted alignment w.r.t. a reference alignment, but it can enable or prevent the capability

of an alignment to be used in a query answering scenario. As experimented in the evalu-

ation, the conservativity violations repair technique of LogMapC on one hand improved

its performances on some queries w.r.t. LogMap matcher, but in one cases it actually

prevented to answer a query due to a missing correspondence. This conflicting effect

in the process of query answering imposes a deeper reflection on the role of ontology

alignment debugging strategies, depending on the target scenario, similarly to what al-

ready discussed in [27] for incoherence alignment debugging.
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The results we presented depend on the considered set of queries. What clearly

emerges is that the role of logical violations is playing a major role in our evaluation,

and a possible bias due to the set of chosen queries can be mitigated by an extended set

of queries and synthetic data. We hope that this will be useful in the further exploration

of the findings of this first edition of OA4QA track.

As a final remark, we would like to clarify that the entailment of new knowledge,

obtained using the alignments, is not always negative, and conservativity principle vi-

olations can be false positives. Another extension to the current set of queries would

target such false positives, with the aim of penalizing the indiscriminate repairs in pres-

ence of conservativity principle violations.

11 Instance matching

The instance matching track evaluates the performance of matching tools when the goal

is to detect the degree of similarity between pairs of items/instances expressed in the

form of OWL Aboxes. The track is organized in two independent tasks, namely the

identity recognition task (id-rec task) and the similarity recognition task (sim-rec task).

In both tasks, participants received two datasets called source and target, respec-

tively. The datasets contain instances describing famous books with different genres

and topics. We asked the participants to discover the matching pairs, i.e., links or map-

pings, among the instances in the source dataset and the instances in the target dataset.

Both tasks are blind, meaning that the set of expected mappings, i.e., reference link-set,

is not known in advance by the participants.

11.1 Results of the identity recognition task

The id-rec task is a typical evaluation task of instance matching tools where the goal

is to determine when two OWL instances describe the same real-world entity. The

datasets of the id-rec task have been produced by altering a set of original data with

the aim to generate multiple descriptions of the same real-world entities where different

languages and representation formats are employed. We stress that an instance in the

source dataset can have none, one, or more than one matching counterparts in the target

dataset. The source dataset is an Abox containing 1330 instances described through 4

classes, 5 datatype properties, and 1 annotation property. The target dataset contains

2649 instances described through 4 classes, 4 datatype properties, 1 object property,

and 1 annotation property.

We asked the participants to match the instances of the class http://

www.instancematching.org/ontologies/oaei2014#Book in the source dataset

against the instances of the corresponding class in the target dataset. We expected to re-

ceive a set of links denoting the pairs of matching instances that they found to refer to

the same real-world entity.

The participants to the identity recognition task are InsMT, InsMTL, LogMap,

LogMap-C, and RiMOM-IM. For evaluation, we built a ground truth containing the set

of expected links where an instance i1 in the source dataset is associated with all the

instances in the target dataset that has been generated as an altered description of i1.
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The evaluation has been performed by calculating precision, recall, and F-measure and

results are provided in Figure 3.

Precision F-measure Recall

InsMT 0.00 0.00 0.78

InsMTL 0.00 0.00 0.78

LogMap 0.60 0.10 0.05

LogMap-C 0.64 0.08 0.04

RiMOM-IM 0.65 0.56 0.49

Identity Recognition Task

Precision F-measure Recall

InsMT InsMTL LogMap LogMap-C RiMOM-IM
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Fig. 3. Results of the id-rec task

A first comment on the id-rec results is that the quality of the alignment is in general

not very high, especially concerning the recall. Basically, the main kind of transforma-

tion that we performed is to transform the structured information into an unstructured

version of the same information. As an example, for many instances we substitute labels

and book titles with a set of keywords taken from the instance description. The result

of this kind of transformation is that we have a second instance where it is possible to

retrieve the same terms appearing in the label and titles but with no reference to the cor-

responding metadata. Moreover, a further challenge was the substitution of the original

English terms with the corresponding Italian translation. We empirically proved that

human users are able to capture the correct links also in case of these transformations,

but automatic tools still have problems in several cases. We also note a very different

behavior of RiMOM-IM and LogMap/LogMap-C with respect to InsMT/InsMTL. The for-

mer two tools produce links that are quite often correct (resulting in a good precision)

but they fail in capturing a large number of the expected links (resulting in a low recall),

especially in the case of LogMap/LogMap-C. Instead, InsMT/InsMTL have the opposite

behavior. This is due to the fact that InsMT/InsMTL produces a large number of links

having more or less the same similarity value. This means that the probability of cap-

turing a correct link is high, but the probability of a retrieved link to be correct is low,

resulting then in a high recall, but a very low precision.
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11.2 Results of the similarity recognition task

The sim-rec task focuses on the evaluation of the similarity degree between two OWL

instances, even when the two instances describe different real-world entities. Similarity

recognition is new in the instance matching track of OAEI, but this kind of task is

becoming a common issue in modern web applications where large quantities of data

are daily published and usually need to be classified for effective fruition by the final

user.

The datasets of the sim-rec task have been produced through crowdsourcing by

employing the Argo system18 [5]. More than 250 workers have been involved in the

crowdsourcing process to evaluate the degree of similarity between pairs of instances

describing books. Crowdsourcing activities have been organized into a set of HITs (Hu-

man Intelligent Task) assigned to workers for execution. A HIT is a question where the

worker is asked to evaluate the degree of similarity of two given instances. The worker

exploits the instances, i.e., book descriptions, “at a glance” and she/he has to specify

her/his own perceived similarity by assigning a degree in the range [0,1].

We asked the participants to match the instances of the class http://

www.instancematching.org/ontologies/oaei2014#Book in the source dataset

against the instances of the corresponding class in the target dataset. we asked to pro-

duce a complete set of links/mappings between any pair of instances. The source dataset

contains 173 book instances and the target dataset contains 172 book instances, then we

expected to receive a set of 173 ∗ 172 = 29756 links as a result, each one featured by a

degree of similarity in the range [0, 1].

The participants to the similarity recognition task are InsMT and RiMOM-IM. For

evaluation, we call reference alignment the link-set obtained through crowdsourcing,

where each link lc(i1, i2, σ
c
12
) denotes that workers assigned a similarity degree σc

ij to

the pair of instances i1 and i2. The cardinality of the reference alignment is 4104 links.

In the analysis, we are interested in comparing the similarity degree σc of a link lc
against the similarity degree σi and σr calculated by InsMT and RiMOM-IM, respectively

(see Figure 4). The goal of this comparison is to analyze how different is the human

perception of similarity with respect to the automatic matching tools.

In the diagram, for a link lc(i1, i2, σ
c
12
), we plot i) a red line to represent the gap

between the similarity degree of the reference link-set and and the corresponding value

calculated by InsMT (i.e., σc
12
− σi

12
), and ii) a blue line to represent the gap between

the similarity degree of the reference alignment and the corresponding value calculated

by RiMOM-IM (i.e., σc
12
− σr

12
). For the sake of readability, the links of the reference

links are sorted according to the associated similarity degree. Moreover, a black line is

the marker used for 0-values, i.e., the minimum gap between the reference links and

the tools result. When the reference link similarity (i.e., the similarity as it is perceived

by human workers in the crowd) is higher than the similarity degree calculated by the

participating tool, the value of the gap between the two is positive, meaning that the tool

underestimated the similarity of a pair of instances in the two datasets with respect to

the human judgment. On the contrary, when the tool reference link similarity is lower

than the tool resulting value, the gap between the two values is negative, meaning that

18 http://island.ricerca.di.unimi.it/projects/argo/
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Similarity Recognition Task
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Fig. 4. Results of the sim-rec task: gap between the similarity degrees calculated by InsMT and

RiMOM-IM and the reference alignment

the tool overestimated the similarity between the instances with respect to the human

judgment. By analyzing Figure 4, we note that InsMT produces homogeneous similarity

values for the links, resulting in a more homogeneous distribution of the similarity

degrees. However, the average gap value from the expected degrees of similarity is quite

high and the number of similarity degrees that have been overestimated (resulting in a

negative gap) is high as well. On the contrary, for RiMOM-IM, we have higher variability

in the similarity degrees but a large number of links have a similarity degree very near

to the expected value. Moreover, in case of RiMOM-IM, the number of overestimated

similarity values is more or less the same than the number of underestimated values.

Furthermore, the gap between the results of the two tools and the expected links has

been measured by the Euclidean distance considering each link as a dimension, in order

to compare the similarity of the same correspondence. As a result, we have d(InsMT) =
37.03 and d(RiMOM-IM) = 21.83.

As a further evaluation analysis, we split the range [0, 1] of possible similarity de-

grees into ten smaller ranges of size 0.1 that we call range-of-gap. A range-of-gap rd

is populated with those links whose gap from the reference alignment is in the range of

rd. Consider a link lc(i1, i2, σ
c
12
). For InsMT and RiMOM-IM, the link lc is placed in the

range-of-gap corresponding to the value | σc
12
−σi

12
| and | σc

12
−σr

12
|, respectively. The

results of the analysis by range-of-gap are provided in Figure 5. From the bar chart of

Figure 5, we note that the results of RiMOM-IM are better of InsMT. In fact, RiMOM-IM

is capable of retrieving a correct degree of similarity, i.e., with a difference from the ex-

pected value lower than 0.1, for about 2400 links of the 4104 in the reference alignment

(≈ 60%). This result can be considered as a very good performance and shows how

RiMOM-IM is capable of adequately simulating the human behavior in the evaluation of

the similarity between two real object descriptions. In case of InsMT, the peculiar be-

havior of the tool is to produce the largest part of the similarity values in the small range

[0.6, 0.8]. As a consequence, the majority of the links are in the range-of-gap [0.6-0.7]

and [0.6-0.8], which denotes a remarkable difference between the automatic result and

the human judgment.
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Fig. 5. Results of the sim-rec task: analysis by range-of-gap

12 Lesson learned and suggestions

Here are lessons learned from running OAEI 2014:

A) This year indicated again that requiring participants to implement a minimal inter-

face was not a strong obstacle to participation. Moreover, the community seems to

get used to the SEALS infrastructure introduced for OAEI 2011.

B) As already proposed last year, it would be good to set the preliminary evaluation

results by the end of July to avoid last minute errors and incompatibilities with the

SEALS client.

C) Now that all tools are run in exactly the same configuration across all test cases,

some discrepancies appear across such cases. For instance, benchmarks expect only

class correspondences in the name space of the ontologies, some other cases expect

something else. This is a problem, which could be solved either by passing pa-

rameters to the SEALS client (this would make its implementation heavier), by

specifying a flag in test descriptions that can be tested by matcher interfaces, or by

post processing results (which may be criticized).

D) In the OAEI 2013, [27] raised and documented objections (on validity and fair-

ness) to the way reference alignments are made coherent with alignment repair

techniques. This year we created a new reference alignment in the largebio track

that mitigates this issue.

E) Last years we reported that we had many new participants. This year we got new

participants as well, however the overall participation has decreased.

F) Again, given the high number of publications on data interlinking, it is surprising to

have so few participants to the instance matching track, although this number has

increased.

G) Last year we proposed to include provenance information in reference alignments.

We did not achieved this goal mostly due to the heaviness of the prov-o ontology.

This is, anyway, a goal worth pursuing.

H) The SEALS repositories are still hosted by STI because moving them to Madrid

revealed more difficult than expected. A solution has to be found for this transfer.
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13 Conclusions

OAEI 2014 saw a decreased number of participants. We hope to see a different trend

next year. Most of the test cases are performed on the SEALS platform, including the

instance matching track. This is good news for the interoperability of matching systems.

The fact that the SEALS platform can be used for such a variety of tasks is also a good

sign of its relevance.

Again, we observed improvements of runtimes. For example, for the first year, all

systems participating in the anatomy track finished in less than 1 hour. As usual, most

of the systems favour precision over recall. In general, participating matching systems

do not take advantage of alignment repairing system and return sometimes incoherent

alignments. This is a problem if their result has to be taken as input by a reasoning

system.

A novelty of this year was the evaluation of ontology alignment systems in query

answering tasks. The track was not fully based on SEALS but it reused the computed

alignments from the Conference track, which runs in the SEALS client. This new track

shed light on the performance of ontology matching systems with respect to the coher-

ence of their computed alignments.

Most of the participants have provided a description of their systems and their ex-

perience in the evaluation. These OAEI papers, like the present one, have not been peer

reviewed. However, they are full contributions to this evaluation exercise and reflect the

hard work and clever insight people put in the development of participating systems.

Reading the papers of the participants should help people involved in ontology match-

ing to find what makes these algorithms work and what could be improved. Sometimes

participants offer alternate evaluation results.

The Ontology Alignment Evaluation Initiative will continue these tests by improv-

ing both test cases and testing methodology for being more accurate. Matching eval-

uation still remains a challenging topic, which is worth further research in order to

facilitate the progress of the field [30]. More information can be found at:

http://oaei.ontologymatching.org.
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Vojtech Svátek, Andrei Tamilin, Cássia Trojahn, and Shenghui Wang. MultiFarm: A bench-

mark for multilingual ontology matching. Journal of web semantics, 15(3):62–68, 2012.

25. Boris Motik, Rob Shearer, and Ian Horrocks. Hypertableau reasoning for description logics.

Journal of Artificial Intelligence Research, 36:165–228, 2009.

26. Heiko Paulheim, Sven Hertling, and Dominique Ritze. Towards evaluating interactive ontol-

ogy matching tools. In Proc. 10th Extended Semantic Web Conference (ESWC), Montpellier

(FR), pages 31–45, 2013.

27. Catia Pesquita, Daniel Faria, Emanuel Santos, and Francisco Couto. To repair or not to

repair: reconciling correctness and coherence in ontology reference alignments. In Proc. 8th

ISWC ontology matching workshop (OM), Sydney (AU), page this volume, 2013.

28. Dominique Ritze and Heiko Paulheim. Towards an automatic parameterization of ontology

matching tools based on example mappings. In Proc. 6th ISWC ontology matching workshop

(OM), Bonn (DE), pages 37–48, 2011.

29. Emanuel Santos, Daniel Faria, Catia Pesquita, and Francisco Couto. Ontology alignment

repair through modularization and confidence-based heuristics. CoRR, abs/1307.5322, 2013.
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33. Alessandro Solimando, Ernesto Jiménez-Ruiz, and Christoph Pinkel. Evaluating ontology

alignment systems in query answering tasks. In Proceedings of the ISWC 2014 Posters &

Demonstrations Track a track within the 13th International Semantic Web Conference, ISWC

2014, Riva del Garda, Italy, October 21, 2014., pages 301–304, 2014.
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Abstract. AgreementMakerLight (AML) is an automated ontology matching

framework based on element-level matching and the use of external resources

as background knowledge. This paper describes the configuration of AML for

the OAEI 2014 competition and discusses its results.

Our goal this year was broadening the scope of AML by delving into aspects such

as translation and structural matching, while reinforcing the key aspects behind

its success last year (i.e., element-level matching, the use of background knowl-

edge, and alignment repair).

AML’s participation in the OAEI 2014 was very successful, as it obtained the

highest F-measure in 6 of the 8 ontology matching tracks.

1 Presentation of the system

1.1 State, purpose, general statement

AgreementMakerLight (AML) is an automated ontology matching system derived from

AgreementMaker [1, 2] and developed to handle large ontology matching problems. It

combines the design principles of AgreementMaker (flexibility and extensibility) with a

strong focus on efficiency [6]. Furthermore, it draws on the knowledge accumulated in

AgreementMaker by reusing and adapting several of its components, but also includes

a growing number of novel components.

AML is primarily based on lexical matching techniques, with an emphasis on the use of

external resources as background knowledge. It also emphasizes alignment coherence,

featuring an improved alignment repair module.

While initially AML was mainly focused on the biomedical domain, we have striven

to expand its scope throughout the last year, and it is now a general-purpose ontol-

ogy matching system. We have also moved towards full automation by employing a

general-purpose core matching strategy complemented with an automated background

knowledge selection algorithm [5].

1.2 Specific techniques used

The AML workflow for the OAEI 2014 comprises nine different steps, as shown in

Figure 1: ontology loading and profiling, translation, baseline matching, background
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knowledge matching, word and string matching, structural matching , property match-

ing, selection, and repair. The key differences from last year’s workflow are the intro-

duction of the translation and structural matching steps.

OWL 

Input 

Ontologies 

Ontology 

Loading & 

Profiling 

RDF 

Output 

Alignment 

Baseline 
Matching 

Word & 
String 

Matching 

BK 

Matching 

Translation 

Structural 
Matching 

Property 

Matching 

Selection 

Repair 

Fig. 1. The AgreementMakerLight matching workflow for the OAEI 2014.

Steps in dark gray are conditional.

Ontology Loading & Profiling AML employs the OWL API [7] to read the input on-

tologies then retrieve the necessary information to populate its own data structures [6]:

– Class localNames, labels and synonym annotations are normalized and stored into

the Lexicon of the corresponding ontology. AML automatically derives new syn-

onyms for each name by removing leading and trailing stop words [12], and by

removing name sections within parenthesis.
– Property names, types, domains, and ranges are stored in the PropertyList of the

corresponding ontology.
– Relations between classes (including disjointness) and between properties are stored

in a global RelationshipMap.

Note that AML currently does not store or use comments, definitions, or instances.

After loading, the matching problem is profiled taking into account the size of the on-

tologies, their language(s), and the property/class ratio.

Translation AML features an automatic translation module based on Microsoftr

Translator. When there is no significant overlap between the language(s) of the input

ontologies, AML employs this module to translate the names of all classes and prop-

erties from the language(s) of the first ontology to those of the second and vice-versa.

The translation is done by querying Microsoft Translator for the full name (rather than

word-by-word). To improve performance, AML stores locally all translation results in

dictionary files, and queries the Translator only when no stored translation is found.
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Baseline Matching AML employs an efficient weighted string-equivalence algorithm,

the Lexical Matcher [6], to obtain a baseline class alignment between the input ontolo-

gies. The Lexical Matcher has been updated to handle multi-language ontologies, by

matching only class names in the same language.

Background Knowledge Matching AML has available four sources of background

knowledge which can be used as mediators between the input ontologies: the Uber

Anatomy Ontology (Uberon) [9], the Human Disease Ontology (DOID) [14], the Med-

ical Subject Headings (MeSH) [10], and the WordNet [8].

The WordNet is only used for small English language ontologies, as it is prone to pro-

duce erroneous mappings in other settings. It is used through the JAWS API 1 and with

the Lexical Matcher. The remaining three background knowledge sources are tested

in all non-small single-language problems, by measuring their mapping gain over the

baseline alignment [5]. When their mapping gain is very high (≥20%), they are used to

extend the Lexicons of the input ontologies [12]; otherwise, when it is above the mini-

mum threshold (2%) their alignment is merged with the baseline alignment.

Uberon and DOID are both used in OWL format, and each has an additional table of

pre-processed cross-references (in a text file). They can be used directly through the

cross-references or with the Lexical Matcher. MeSH is used as a stored Lexicon file,

which was produced by parsing the MeSH XML file, and is used only with the Lexical

Matcher.

Word & String Matching To further extend the alignment, AML employs a word-

based similarity algorithm (the Word Matcher) and a string similarity algorithm (the

Parametric String Matcher) [6]. The former is not used for very large ontologies, be-

cause it is error prone. The latter is used globally for small ontologies, but only locally

for larger ones as it is time-intensive.

For small ontologies, AML also employs the new Multi-Word Matcher, which matches

closely related multi-word names that have matching words and/or words with common

WordNet synonyms or close hypernyms.

Structural Matching For small and medium-sized ontologies, AML also employs a

structural matching algorithm, called Neighbor Similarity Matcher, that is analogous to

AgreementMaker’s Descendants Similarity Inheritance algorithm [4]. This algorithm

computes similarity between two classes by propagating the similarity of their matched

ancestors and descendants, using a weighting factor to account for distance.

Property Matching When the input ontologies have a high property/class ratio, AML

also employs the PropertyMatcher. This algorithm first ensures that properties have the

same type and corresponding/matching domains and ranges. If they do, it compares the

properties’ names by doing a full-name match and computing word similarity, string

similarity, and WordNet similarity.

1 http://lyle.smu.edu/ tspell/jaws/
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Selection AML employs a greedy selection algorithm, the Ranked Selector [6], to re-

duce the cardinality of the alignment. Depending on the size of the input ontologies, one

of three selection strategies is used: strict, permissive, or hybrid. In strict selection, no

concurrent mappings (i.e., different mappings for the same class/property) are allowed

and a strict 1-to-1 alignment is produced; in permissive selection, concurrent mappings

are allowed if their similarity score is exactly the same; in hybrid selection, up to two

mappings per class are allowed above 75% similarity, and permissive selection is ap-

plied below this threshold.

For very large ontologies, AML employs a selection variant that consists on combining

the (lexical) similarity between the classes with their structural similarity, prior to per-

forming ranked selection. This strategy enables AML to select mappings that “fit in”

structurally over those that are outliers but have a high lexical similarity.

In the interactive matching track, AML employs an interactive selection algorithm

which asks the user for feedback about mappings which are below a high similarity

threshold (70%) and have a significant variance (with regard to similarity) between

matching algorithms. The algorithm stops when a given threshold of negative answers

is reached. This algorithm is based on AgreementMaker’s user feedback module [3].

Repair AML employs a heuristic repair algorithm to ensure that the final alignment is

coherent [13].

For the interactive matching track, AML employs an interactive variant of this algo-

rithm, wherein the user is asked for feedback about the mappings selected for removal.

1.3 Adaptations made for the evaluation

The only adaptations made for the evaluation were the preprocessing of cross-references

from Uberon and DOID for use in the Anatomy and Large Biomedical Ontologies

tracks (due to namespace differences), and the precomputing of translations for the

Multifarm track (due to Microsoftr Translator’s query limit).

1.4 Link to the system and parameters file

AML is an open source ontology matching system and is available through GitHub

(https://github.com/AgreementMakerLight).

1.5 Link to the set of provided alignments

The alignments generated by AML for the OAEI 2014 are available at the SOMER

project page (http://somer.fc.ul.pt/).

2 Results

2.1 Anatomy

AML had the highest F-measure and recall this year (and all time) in this track, reg-

istering a slight improvement over last year’s result (of 0.2%). This improvement was
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Table 1. AgreementMakerLight global results on all the OAEI 2014 tracks.

Track Precision Recall F-Measure Run Time

Anatomy 95.6% 93.2% 94.4% 28 sec

Interactive Matching 91.3% 73.5% 80.1% 19 sec

Benchmark

biblio 92% 39% 55% 49 sec

cose 46% 46% 46% 140 sec

dog 98% 58% 73% 1506 sec

Conference

Reference 1 85% 64% 73%
14 sec

Reference 2 80% 58% 67%

Large Biomedical Ontologies

Average 90.6% 75.2% 81.9% 307 sec

FMA-NCI small 96.0% 89.9% 92.8% 27 sec

FMA-SNOMED small 92.6% 74.2% 82.4% 126 sec

SNOMED-NCI small 91.7% 72.4% 80.9% 831 sec

FMA-NCI whole 83.2% 85.6% 84.4% 112 sec

FMA-SNOMED whole 89.1% 64.7% 74.9% 251 sec

SNOMED-NCI whole 91.2% 64.5% 75.6% 497 sec

Library

New OWL 82.4% 77.8% 80.0% 68 sec

Old OWL 71.6% 74.8% 73.1% 71 sec

Multifarm

Different Ontologies 57% 53% 54%
8 min

Same Ontologies 95% 48% 62%

Ontology Alignment for Query Answering

Original Reference 72.2% 69.4% 70.4%
N/A

Repaired Reference 70.1% 69.4% 69.1%

mainly due to the addition of MeSH as a background knowledge source.

2.2 Benchmark

AML had a good performance in dog, ranking third in F-measure, but average perfor-

mances in the other two test suites. This difference is due to the fact that AML does not

handle ontology instances, which are present in the other two test suites, but not in dog.

2.3 Conference

AML ranked first in F-measure and recall, and second in precision this year, with a

considerable improvement (3% F-measure) over last year’s results. This improvement

is due to the refinements in the Word and String Matching step.
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2.4 Interactive Matching

AML ranked first in F-measure, recall, and precision this year, with a considerable im-

provement (7.2% F-measure) over last year’s result. This improvement is partially due

to the (non-interactive) refinements in the Word and String Matching step, but mainly

due to the refinement of the interactive selection algorithm. The latter is evidenced by

the fact that the difference between AML’s interactive and non-interactive performance

increased since last year (from 3 to 7.1% in F-measure) while the number of user inter-

actions was approximately the same.

2.5 Large Biomedical Ontologies

AML had the highest F-measure in all six tasks this year, and the highest F-measure of

all time in four of them. It improved substantially in all tasks, thanks to the addition of

new background knowledge sources (MeSH and DOID) and the refined selection step.

2.6 Library

AML ranked first in F-measure, precision and recall in this track, having the highest

F-measure of all time when using the new OWL conversion of the Library thesauri.

AML’s F-measure using the old OWL conversion was approximately the same as last

year, but it had a higher precision and a lower recall due to a more stringent selection

step. The improvement when using the new OWL conversion is due to the conversion’s

differentiation of skos:altLabel and skos:prefLabel. This effectively enables AML’s lex-

ical weighting scheme, which greatly improves its ability to score and select mappings.

2.7 Multifarm

AML had the highest F-measure and recall in both modalities of this track this year

(and the highest F-measure of all time) and also the highest precision in matching same

ontologies. These results show that, while simple, AML’s new translation module is ef-

fective. The improvement over last year was dramatic, as last year AML did not perform

translation.

2.8 Ontology Alignment for Query Answering

AML ranked second and third in F-measure in this new track, when evaluated on the

original and repaired reference alignment respectively. While good, these results do

not reflect the fact that AML produced the best set of alignments for the Conference

ontologies used in this track, as the number of queries performed was too small to be

representative.
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3 General comments

3.1 Comments on the results

AML was very successful in this year’s evaluation, ranking first in F-measure in 6 of the

8 ontology matching tasks. Furthermore, AML improved substantially over last year’s

evaluation, overcoming several of its limitations. Throughout the past year, we have

striven to make AML a more complete ontology matching system while maintaining a

strong emphasis on efficiency, which is accurately depicted in the results.

3.2 Discussions on the way to improve the proposed system

The one key feature still missing from AML is handling (and matching) ontology in-

stances, so this is the aspect where it could improve the most. We are also interested in

enabling AML to read SKOS thesauri, to broaden its applicability.

3.3 Comments on the OAEI test cases

This year’s Large Biomedical Ontologies reference alignments marks a significant im-

provement over previous years, as the use of a ‘soft’ repair (where mappings are flagged

rather than removed) makes the evaluation less biased [11].

Currently, our main concern about the evaluation is the (in)completeness of some of the

reference alignments, particularly in the Large Biomedical Ontologies and (to a lesser

degree) Anatomy tracks. Upon analyzing the alignment produced by AML for these

tracks, we observed that many of the false positives were in fact correct mappings that

were absent from the reference alignment. Incomplete reference alignments undermine

OAEI’s evaluation effort, so albeit cumbersome, completing them is paramount. On our

part, we will share with the track organizers the false positive mappings found by AML

that we deem to be true positives, upon a more extensive analysis.

We would also like to comment on the fact that the Conference track’s reference align-

ment 1 includes many mappings that are apparently erroneous (as they were removed

upon creating reference alignment 2). This is evidenced by the considerable drop in

precision between references 1 and 2 observed for all systems. While we see the merit

in a blind evaluation, we would expect that, if a partial reference alignment is provided

to systems, it be fully correct. This is especially relevant given that the reference align-

ment 1 is used in several other OAEI tracks.

Finally, while we recognize the importance of evaluating ontology alignment applica-

tions, as per the new Query Answering track, we hope that in subsequent OAEI editions

this evaluation be more representative of the underlying alignments.

4 Conclusion

AML’s OAEI 2014 participation was a success, as it ranked first in F-measure in 6 of the

8 ontology matching tracks. This success reflects the effort put into the development of

AML throughout the last year, which focused on increasing efficiency and automation,

and particularly on expanding AML’s scope.
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Abstract. In this paper, we describe our two ontology alignment systems AOT 
and AOTL respectively. The AOT system uses different terminological 

matchers with a local filter and the AOTL system consists in combining the

different terminological with linguistic matchers. The AOT and AOTL systems 

are designed for the ontology matching tracks in order to discover new semantic 
correspondences between entities of different ontologies to be aligned. This is 

the first participation of AOT and AOTL at OAEI 2014, we present the results 

obtained by running the first version of our systems in different tracks of OAEI 

2014 evaluation campaign.

1 Presentation of the system

1.1 State, purpose, general statement

AOT (Ontology Alignment at Terminological level) and AOTL (Ontology Alignment 

at Terminological and Linguistic level) are automatic ontology alignment systems

realized for the purpose to solve the problem of ontology Matching. The AOT system 

uses various terminological matchers with a local filter in order to find 

correspondences between ontologies to be aligned. Contrary to AOT system, AOTL 

combines the similarities calculated by the various string matching algorithms at

terminological level without a local filter, then these similarities are combined with 

similarities calculated using an external resource WordNet i.e. at linguistic level. The 

next step (for AOTL system) consists in combining the similarities by gives the 

priority to linguistic matcher; otherwise we have used an average aggregation method.

Finally AOT and AOTL applied a filter in order to identify the alignment

For AOT system, we have proposed a local filter (section 1.2.1.3) in order to 

select better correspondences and we envision to use AOT in order to study the 

system behavior using different aggregation and filter methods and proposing in the

future more efficient filters and aggregation methods and add other matchers.

For AOTL system, we have used an external resource WordNet in order to select 

semantic correspondences and we plan to use AOTL in order to discover new 
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semantic correspondences more than select the better one i.e. we are interested in 

recall more than precision, of course with good the f-measure (balanced).

The details of each step of our systems are described in the following section.

1.2 Specific techniques used

The process of AOT and AOTL systems consists in the following two successive 

steps: 1) Calculation of Similarities and 2) Combination and Extraction of Alignment.

 

A. AOT system 
 

1.2.1 Step 1: Calculation of Similarities

1.2.1.1 Phase 1: Extraction of Entities of the Ontologies 

In this phase, our system takes as input the two ontologies to be aligned and extract 

their entities: names, labels, properties (data property and object property) and 

without forgetting the instances.

1.2.1.2 Phase 2: The Applied Matchers 

In this phase, our system calculates the similarities between entities extracted in 

previous phase, using various string-based matching algorithms. More precisely the 

different string-based matching algorithms used are: levenshtein-distance, block-

distance, Jaro, SLIM-Winkler, Jaro-Winkler, Smith-Waterman and Needleman-

Wunsch. The calculations of similarities by each string matching algorithm are 

represented in matrix. 

1.2.1.3 Phase 3: Local Filter

In this phase, our system applies a local filter on each matrix i.e. we choose for each 

string-based matching algorithm a threshold to realize a filter. We consider that: the 

similarities which are less than the threshold are set to 0. Our intuition behind this 

local filter is that the similarities which are less than the threshold can influence the 

strategy of the average aggregation. 

1.2.2 Step 2: Combination and Extraction of Alignment

1.2.2.1 Phase 1: Aggregation of Similarities 

In this phase, our system combines the similarities of each matrix (after we have 

applied a local filter) using the average aggregation method and the result of the 

aggregation is represented in a matrix.
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1.2.2.2 Phase 2: Global Filter and Identification of Alignment 

In this final phase, our system applies a second filter on the matrix combined (result 

of the previous step) in order to select the correspondences found using the maximum 

strategy with a threshold.

 

B. AOTL system 
 

We mention in this section the difference between AOT and AOTL system.  

First, we have added another matcher at linguistic level for AOTL system in

second phase “The applied Matchers”, we have used an external dictionary WordNet. 

AOTL does not use phase “Local Filter”, the similarities calculated by each 

matcher are represented in matrix without a local filter.

In the phase “Aggregation of Similarities”, AOTL system gives priority to 

WordNet i.e. if the similarity value calculated using WordNet is greater than the 

similarity value calculated using string matching algorithms, the similarity value of 

the matrix combined is equal to the similarity calculated using WordNet, else we use 

the average aggregation method. The result of the aggregation is represented in a 

matrix. 

1.3 Adaptations made for the evaluation

We do not have made any specific adaptation for the first version of AOT and AOTL,

for OAEI 2014 evaluation campaign. All parameters are the same for different tracks

of OAEI 2014.

1.4 Link to the system and parameters file

The first version of AOT and AOTL systems submitted to OAEI 2014 can be 

downloaded from seal-project at http://www.seals-project.eu/.

1.5 Link to the set of provided alignments (in align format)

The results of AOT and AOTL systems can be downloaded from seal-project at 

http://www.seals-project.eu/.

2 Results

In this section, we present the results obtained by running AOT and AOTL on

different tracks of OAEI 2014 evaluation campaign i.e. on the tracks: Benchmark,

Conference, Multifarm and Anatomy.
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2.1 Benchmark 

The Benchmark track contains different series which contain reference ontologies of 

different sizes and from different domains. The AOT system uses various string-based

matching algorithms in order to find correspondences between entities of the two 

ontologies to be aligned and the AOTL system use another matcher at linguistic level

in order to select semantic correspondences. However when these ontologies do not 

contain terminological information (limited information or random strings) our 

systems fails to identify the alignment. 

The table 1 below presents the results obtained by running AOT and AOTL on the

Benchmark tracks of OAEI 2014 evaluation campaign i.e. H-mean of our systems on 

tracks: biblio and finance.

System Test group H-mean

Prec.

H-mean

Rec

H-mean f-

Measure

AOT Biblio 0.96 0.50 0.68

Finance 0.77 0.65 0.70

AOTL Biblio 0.85 0.67 0.75

Finance 0.75 0.63 0.68

Table 1. The results of AOT and OATL on the Benchmark track of OAEI 2014.

2.2 Anatomy

The Anatomy track contains two large ontologies that describe the biomedical domain

of human and mouse anatomy. The Table 2 shows the results obtained by running 

AOT and AOTL on Anatomy track of OAEI campaign 2014.

System Test H-mean

Prec.

H-mean

Rec

H-mean

f-Measure

AOT Anatomy 0.436 0.775 0.558

AOTL Anatomy 0.707 0.078 0.14

Table 2. The results of AOT and OATL on the Anatomy track of OAEI 2014.

2.3 Conference

The conference track contains about 16 ontologies that describe the same domain 

(conference organization). The Table 3 presents the results obtained by running AOT

and AOTL on Conference track of OAEI campaign 2014.

System Test H-mean       

Prec.

H-mean

Rec

H-mean

f-Measure

AOT Conference 0.8 0.48 0.59

AOTL Conference 0,78 0,42 0,55

Table 3. The results of AOT and OATL on Conference track of OAEI 2014.
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2.4 Multifarm

The Multifarm track contains different ontologies translated into different languages. 

Our systems AOT and AOTL do not deal efficiently (for now) with the Multifarm

track. The Table 4 presents the results obtained by running AOT and OATL on

Multifarm track of OAEI campaign 2014.

System Test H-mean

Prec.

H-mean

Rec

H-mean

f-Measure

AOT Diff-ontologies 0,02 0,17 0,04

Same-ontologies 0,11 0,12 0,12

AOTL Diff-ontologies 0,10 0,2 0,3

Same-ontologies 0,11 0,12 0,12

Table 4. The results of AOT and OATL on Multifram track of OAEI 2014.

3 General comments

This is the first time that our systems participate in different tracks of the OAEI 2014 

evaluation campaign, and AOT and AOTL are new on the SEALS Platform. However 

we can conclude with this first participation that AOT provides globally good results

in terms of F-measure. Contrary to AOT, the AOTL system provides good results in 

terms of F-measure on benchmark track but in other tracks the results are not so good.

3.1 Comments on the results 

The AOT and AOTL systems are an automatic ontology matching system designed in 

order to find the correspondence between different entities of ontologies to be aligned.

The results obtained by running our systems on different tracks of OAEI 2014 

evaluation campaign are slightly good on some tracks but not satisfactory in others.

3.2 Discussions on the way to improve the proposed system 

The objective behind the implementation of AOT system is to find the best strategy of 

aggregation and filter as we have proposed in section 1.2.1.3 (a local filter). Contrary

to AOT, the objective behind the implementation of AOTL system is to discover new 

semantic correspondences by adding other matchers. For now, we have used matchers 

at terminological and linguistic level.

As we have mentioned before AOT and AOTL systems use terminological 

information and when these ontologies do not contain this information our two 

systems fails. Our both systems does not deal with ontologies written in different
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languages, and we hope in the future add a module to translate them in the same

language.

Another point to be discussed is how to make our systems flexible i.e. the choice 

of thresholds for the various matchers and ontologies. It is obvious that we cannot set 

the threshold for all ontologies, in order to find automatically the correspondences 

between entities of ontologies to be aligned; because each ontology possesses its own 

specific characteristic?

4 Conclusion

This is the first time the AOT and AOTL systems have participated in OAEI 

campaign. In this year, our systems have participated in different tracks of OAEI 2014

evaluation campaign.

The AOT system combines the various string-based matching algorithms with 

average aggregation method. Then we have applied a filter on the combined matrix 

for the selection of semantic correspondences between ontologies to be aligned. The 

use of these algorithms is justified by the fact that in the ontologies the terminological 

information is very important. 

Contrary to AOT system, AOTL add at linguistic level an external resource 

dictionary WordNet for better selection of semantic correspondences.

Finally the results show that our systems can provide some good results. We have 

used a local filter (in section 1.2.1.3) for AOT system and we envision to study the 

AOT behavior using different aggregation and filter methods in order to propose in

the future new other metrics of filter and aggregation. For the AOTL system, we are 

interested in the discovery of semantic correspondences by matchers rather than the 

combination of similarities. We envision using other matchers such as structure-based 

and reasoning-based matchers in AOTL system.
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Abstract. InsMT and InsMTL are automatic instance-based ontology alignment 
systems which (a) annotate instances as first step. In the second step, the InsMT 

system (b) applies different terminological matchers with a local filter on these 

annotated instances. Contrary to InsMT, the InsMTL system (b) matches the 

annotated instances not only at terminological level but also at linguistic level.
For the first version of our systems and the first participation at OAEI 2014 

evaluation campaign, the results are good in terms of recall but they are not in 

terms of F-measure.

1 Presentation of the system

1.1 State, purpose, general statement

The instance matching aims to identify similar instances among different ontologies.

The systems InsMT (Instance Matching at Terminological level) and InsMTL 

(Instance Matching at Terminological and Linguistic level) are realized for this 

purpose. InsMT and InsMTL are automatic instance-based ontology alignment that 

generates as output an alignment which that contains all the semantic correspondences 

found between the instances of different concepts of the two ontologies to be aligned.

The InsMT and InsMTL systems annotate the instances as first step with concept 

and property names.

As second step InsMT uses various string-based matching algorithms i.e.

terminological level, these similarities calculated by each algorithm are represented in 

matrix. InsMT applied a local filter on each matrix, and combines these new 

similarities with average aggregation method.

Contrary to InsMT, InsMTL system calculates similarities between annotated 

instances not only at terminological level but also at linguistic level. InsMTL 

combines the similarities calculated by the various string-based matching algorithms 

at terminological level, with similarities calculated using an external resource 

WordNet i.e. at linguistic level. The next step consists in combining the similarities 
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by gives the priority to linguistic matcher otherwise we have used an average 

aggregation method.

Finally both systems applied a filter in order to select the semantic 

correspondences between instances of different ontologies.

The details of each step of InsMT and InsMTL systems are described in the 

following section.

1.2 Specific techniques used

The process of InsMT and InsMTL systems consists in the following two successive 

steps: 1) Annotation and Calculation of Similarities and 2) Combination and 

Extraction of Alignment.

 

A. InsMT system 
 

1.2.1 Step 1: Annotation and Calculation of Similarities

1.2.1.1 Phase 1: Extraction of Entities of the Ontologies 

In this phase, our system takes as input the two ontologies to be aligned and extract 

their instances.

 

1.2.1.2 Phase 2: Annotation of Instances

In this phase, our system annotates in this second step the instances with the name and 

label of the concept also with property name. The purpose of this annotation is to 

enrich the instances with terminological information. This step is very import 

especially when instances do contain terminological information.

1.2.1.3 Phase 3: The Applied Matchers 

In this phase, our system calculates the similarities between instances, annotated in 

previous phase, using various string-based matching algorithms. More precisely the 

different string-based matching algorithms used are: levenshtein-distance, Jaro,

SLIM-Winkler. The calculations of similarities by each string matching algorithm are 

represented in matrix. 

 

1.2.2 Step 2: Combination and Extraction of Alignment

1.2.2.1 Phase 1: Local Filter

In this first phase of the second step, our system applies a local filter on each matrix 

i.e. we choose for each string-based matching algorithm a threshold to realize a filter. 

We consider that: the similarities which are less than the threshold are set to 0. Our 

121



intuition behind this local filter is that the similarities which are less than the 

threshold can influence the strategy of the average aggregation. 

1.2.2.2 Phase 2: Aggregation of Similarities 

In this phase, our system combines the similarities of each matrix (after we have 

applied a local filter) using the average aggregation method and the result of the 

aggregation is represented in a matrix.

1.2.2.3 Phase 3: Global Filter and Identification of Alignment 

In this final phase, our system applies a second filter on the combined matrix (result 

of the previous step) in order to select the correspondences found using the maximum 

strategy with a threshold.

 

B. InsMTL system 

 
We mention in this section the difference between InsMT and InsMTL system.  

First, we have added another matcher at linguistic level for InsMTL system in 

second phase “The applied Matchers”, we have used an external dictionary WordNet. 

In second step, InsMT does not apply a local filter (phase 1.2.2.1), the similarities 

calculated by each matcher are represented in matrix without a local filter.

In the phase “Aggregation of Similarities”, InsMTL system gives priority to 

WordNet i.e. if the similarity value calculated using WordNet is greater than the 

similarity value calculated using string matching algorithms, the similarity value of 

the matrix combined is equal to the similarity calculated using WordNet, else we use 

the average aggregation method. The result of the aggregation is represented in a 

matrix. 

1.3 Adaptations made for the evaluation

We do not have made any specific adaptation for the first version of InsMT and 

InsMTL, for OAEI 2014 evaluation campaign.

1.4 Link to the system and parameters file

The first version of InsMT and InsMTL systems submitted to OAEI 2014 can be 

downloaded from seal-project at http://www.seals-project.eu/.

1.5 Link to the set of provided alignments (in align format)

The results of InsMT and InsMTL systems can be downloaded from seal-project at 

http://www.seals-project.eu/.
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2 Results

In this section, we present the results obtained by running InsMT and InsMTL on 

instance matching track of OAEI 2014 evaluation campaign.

2.1 Instance Matching

The instance matching track aims at evaluating tools able to identify similar instances 

among different RDF and OWL ontologies. Our both systems annotate the instances 

with concept and property names as a first step. Then as second step, the InsMT 

system uses various string-based matching algorithms on annotated instances in order 

to find correspondences between them and the InsMTL system use another matcher at 

linguistic level in order to select semantic correspondences between instances of 

different concepts.

The table 1 and table 2 below present the results obtained by running InsMT and 

InsMTL on the instance matching track of OAEI campaign 2014.

2.2.1 Identity Recognition Task

The goal of the id-rec task is to determine when two OWL instances describe the 

same real-world entity. 

Identity Recognition Task Precision Recall F-measure 

InsMT 0.0008 0.7785 0.0015 

InsMTL 0.0008 0.7785 0.0015 

Table 1. The results of InsMT and InsMTL on the Identity Matching track of OAEI

2014.

2.2.2 Similarity Recognition Task

The goal of the sim-rec task is to evaluate the degree of similarity between two OWL 

instances, even when the two instances describe different real-world entities. 

Identity Recognition Task F-measure 

InsMT d(InsMT) = 37.03

Table 2. The results of InsMT on the Similarity Matching track of OAEI 2014.
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3 General comments

3.1 Comments on the results 

This is the first time that our systems participate in instance matching track of the

OAEI 2014 evaluation campaign, and our InsMT and InsMTL systems are new on the

SEALS Platform. However they provide good result in terms of recall but not good

result in terms of F-measure.

3.2 Discussions on the way to improve the proposed system 

The InsMT and InsMT are automatic instance-based ontology matching systems

designed in order to find the correspondence between instances of different concepts.

The objective behind the implementation of InsMT and InsmTL systems is first to

find the best strategy of annotation. The InsMT system applied different strategy of 

aggregation and filter as we have proposed in section in section 1.2.1.3 (a local filter).

Contrary to InsMT, the objective behind the implementation of AOTL system is to 

discover more new semantic correspondences by adding other matchers. For now, we 

have used matchers at terminological and linguistic level.

As we have mentioned before InsMT and InsMTL systems use terminological 

information for annotation and matching, and when these ontologies do not contain 

this information our two systems fails. Our both systems does not deal with instances 

of ontologies written in different languages, and we hope in the future add a module

to translate them in the same language.

Another point to be discussed is how to make our systems flexible i.e. the choice 

of thresholds for the various matchers (terminological and linguistic). It is obvious 

that we cannot set the threshold for all instances, in order to find automatically the

correspondences between instances of ontologies to be aligned; because each 

ontology contain instances and possesses its own specific characteristic.

4 Conclusion

This is the first time that InsMT and InsMTL have participated at SEAL platform and

OAEI 2014. The InsMT and InsMTL are instance-based ontology alignment system, 

and in this year, our both systems have participated in instance matching track of 

OAEI 2014 evaluation campaign.

Initially AOT and AOTL systems annotate instances with concept and property 

names. The purpose of this annotation is to enrich the instances with terminological 

information.

The InsMT system calculates similarities between these annotated instances using

various string-based matching algorithms. The similarities (between these annotated 
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instances) calculated by these different matchers are combined using average 

aggregation after we have applied a local filter on each matrix.

The InsMTL calculates similarities between these annotated instances using the 

terminological and linguistic matchers. The similarities (between these annotated 

instances) calculated by these different matchers are combined using average 

aggregation with the priority to linguistic matcher. 

As final step both systems applied a filter on the combined matrix for the selection 

of semantic correspondences between different instances of different concepts of 

ontologies.

Finally the results show that our systems provide good results in terms of recall 

but they are not in terms of F-measure. We envision to select the best aggregation and 

filtering strategy and add other matchers such as structure-based and reasoning-based 

matchers.
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Abstract. We present the results obtained in the OAEI 2014 campaign by our

ontology matching system LogMap and its variants: LogMap-C, LogMap-Bio

and LogMapLt. The LogMap project started in January 2011 with the objective

of developing a scalable and logic-based ontology matching system. This is our

fifth participation in the OAEI and the experience has so far been very positive.

1 Presentation of the system

Ontology matching systems typically rely on lexical and structural heuristics and the

integration of the input ontologies and the mappings may lead to many undesired log-

ical consequences. In [13] three principles were proposed to minimize the number of

potentially unintended consequences, namely: (i) consistency principle, the mappings

should not lead to unsatisfiable classes in the integrated ontology; (ii) locality principle,

the mappings should link entities that have similar neighbourhoods; (iii) conservativ-

ity principle, the mappings should not introduce alterations in the classification of the

input ontologies. Violations to these principles may hinder the usefulness of ontology

mappings. The practical effect of these violations, however, is clearly evident when

ontology alignments are involved in complex tasks such as query answering [17].

LogMap [12, 14] is a highly scalable ontology matching system that implements the

consistency and locality principles. LogMap also supports (real-time) user interaction

during the matching process, which is essential for use cases requiring very accurate

mappings. LogMap is one of the few ontology matching system that (i) can efficiently

match semantically rich ontologies containing tens (and even hundreds) of thousands

of classes, (ii) incorporates sophisticated reasoning and repair techniques to minimise

the number of logical inconsistencies, and (iii) provides support for user intervention

during the matching process.

LogMap relies on the following elements, which are keys to its favourable scalabil-

ity behaviour (see [12, 14] for details).

Lexical indexation. An inverted index is used to store the lexical information contained

in the input ontologies. This index is the key to efficiently computing an initial set of

mappings of manageable size. Similar indexes have been successfully used in informa-

tion retrieval and search engine technologies [2].

⋆ This work was supported by the EPSRC projects MaSI3, Score! and DBOnto, and by the EU

FP7 project Optique (grant agreement 318338).
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Logic-based module extraction. The practical feasibility of unsatisfiability detection

and repair critically depends on the size of the input ontologies. To reduce the size of

the problem, we exploit ontology modularisation techniques. Ontology modules with

well-understood semantic properties can be efficiently computed and are typically much

smaller than the input ontology (e.g. [6]).

Propositional Horn reasoning. The relevant modules in the input ontologies together

with (a subset of) the candidate mappings are encoded in LogMap using a Horn propo-

sitional representation. Furthermore, LogMap implements the classic Dowling-Gallier

algorithm for propositional Horn satisfiability [7]. Such encoding, although incomplete,

allows LogMap to detect unsatisfiable classes soundly and efficiently.

Axiom tracking and greedy repair. LogMap extends Dowling-Gallier’s algorithm to

track all mappings that may be involved in the unsatisfiability of a class. This exten-

sion is key to implementing a highly scalable repair algorithm.

Semantic indexation. The Horn propositional representation of the ontology modules

and the mappings are efficiently indexed using an interval labelling schema [1] — an

optimised data structure for storing directed acyclic graphs (DAGs) that significantly

reduces the cost of answering taxonomic queries [5, 19]. In particular, this semantic

index allows us to answer many entailment queries over the input ontologies and the

mappings computed thus far as an index lookup operation, and hence without the need

for reasoning. The semantic index complements the use of the propositional encoding

to detect and repair unsatisfiable classes.

1.1 Adaptations made for the 2014 evaluation

In the OAEI 2014 campaign we have participated with 3 additional variants:

LogMapLt is a “lightweight” variant of LogMap, which essentially only applies (effi-

cient) string matching techniques.

LogMap-C is a variant of LogMap which, in addition to the consistency and locality

principles, also implements the conservativity principle (see details in [21, 20]).

The repair algorithm is more aggressive than in LogMap, thus we expect highly

precise mappings but with a significant decrease in recall.

LogMap-Bio includes an extension to use BioPortal [10, 11] as a (dynamic) provider

of mediating ontologies instead of relying on a few preselected ontologies [4]. In

the OAEI 2014, LogMap-Bio uses the top-5 mediating ontologies given by the algo-

rithm presented in [4]. Note that, LogMap-Bio only participates in the biomedical

tracks. In the other tracks the results are expected to be the same as LogMap.

LogMap’s algorithm described in [12, 14] has also been adapted with the following

new functionalities:

i Multilingual support. We have implemented a multilingual module based on google

translate4 to participate in the Multifarm track. Additionally, in order to split Chi-

4 Currently we use the (unofficial) API available at https://code.google.com/p/

google-api-translate-java/.
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nese words, we rely on the ICTCLAS library5 developed by the Institute of Com-

puting Technology of the Chinese Academy of Sciences.

ii Extended repair algorithm. We have extended the Horn propositional projection

of the input ontologies to involve data and object properties in the repair pro-

cess [24]. LogMap’s repair module is now more complete and it is also able to

repair (object and data) property mappings.6

iii Extended interactive support. The interactive algorithm described in [14] has been

slightly extended to include object and data properties in the process. Note that this

extension was already included in the OAEI 2013 campaign.

1.2 Link to the system and parameters file

LogMap is open-source and released under GNU Lesser General Public License 3.0.7

Latest components and source code are available from the LogMap’s Google code page:

http://code.google.com/p/logmap-matcher/.

LogMap distributions can be easily customized through a configuration file contain-

ing the matching parameters.

LogMap, including support for interactive ontology matching, can also be used di-

rectly through an AJAX-based Web interface: http://csu6325.cs.ox.ac.uk/.

This interface has been very well received by the community, with more than 1,500 re-

quests processed so far coming from a broad range of users.

1.3 Modular support for mapping repair

Only very few systems participating in the OAEI competition implement repair tech-

niques. As a result, existing matching systems (even those that typically achieve very

high precision scores) compute mappings that lead in many cases to a large number of

unsatisfiable classes.

We believe that these systems could significantly improve their output if they were

to implement repair techniques similar to those available in LogMap. Therefore, with

the goal of providing a useful service to the community, we have made LogMap’s ontol-

ogy repair module (LogMap-Repair) available as a self-contained software component

that can be seamlessly integrated in most existing ontology matching systems [15, 9].

2 Results

In this section, we present a summary of the results obtained by the LogMap family in

the OAEI 2014 campaign. Please refer to http://oaei.ontologymatching.

org/2014/results/index.html for complete results.

5 https://code.google.com/p/ictclas4j/
6 The OAEI 2014 coherence results does not exhibit these improvements since only the con-

ference track ontologies involve mappings among properties and LogMap 2013 was already

coherent. It does have, however, an impact when repairing other mapping sets as shown in [24].
7 http://www.gnu.org/licenses/
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Table 1: Results for Benchmark track.

System
biblio cose dog

P F R P F R P F R

LogMap 0.40 0.40 0.40 0.38 0.41 0.45 0.96 0.15 0.08

LogMap-C 0.42 0.41 0.40 0.39 0.41 0.43 0.98 0.15 0.08

LogMapLt 0.43 0.46 0.50 0.37 0.43 0.50 0.86 0.71 0.61

Table 2: Results for Anatomy track.

System P F R Time (s)

LogMap-Bio 0.888 0.897 0.906 535

LogMap 0.918 0.881 0.846 12

LogMap-C 0.975 0.802 0.682 22

LogMapLt 0.962 0.829 0.728 5

2.1 Benchmark track

Ontologies in this track have been synthetically generated. The goal of this track is to

evaluate the matching systems in scenarios where the input ontologies lack important

information (e.g., classes contain no meaningful URIs or labels) [8].

Table 1 summarises the average results obtained by LogMap and its variants. Note

that the computation of candidate mappings in LogMap (and its variants) heavily relies

on the similarities between the vocabularies of the input ontologies; hence, there is a

direct negative impact in the cases where the labels are replaced by random strings.

Surprisingly, LogMapLt obtained the best results in the dog test case.

2.2 Anatomy track

This track involves the matching of the Adult Mouse Anatomy ontology (2,744 classes)

and a fragment of the NCI ontology describing human anatomy (3,304 classes). The ref-

erence alignment has been manually curated [25], and it contains a significant number

of non-trivial mappings.

Table 2 summarises the results obtained by the LogMap family. LogMap-Bio ranked

2nd in the track. The use of BioPortal as mediating ontology provider had a significant

improvement in recall. LogMap-Bio runtime is near 10 minutes since the discovery of

the mediating ontologies is performed on-the-fly [4]. Regarding mapping coherence,

only two tools (apart from LogMap, LogMap-C and LogMap-Bio) generated coherent

alignments. The evaluation was run on a server with 3.46 GHz (6 cores) and 8GB RAM.

2.3 Conference track

The Conference track uses a collection of 16 ontologies from the domain of academic

conferences [23]. These ontologies have been created manually by different people and
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Table 3: Results for Conference track.

System
RA1 reference RA2 reference

P F R P F R

LogMap 0.80 0.68 0.59 0.76 0.63 0.54

LogMap-C 0.82 0.67 0.57 0.78 0.62 0.52

LogMapLt 0.73 0.59 0.50 0.68 0.54 0.45

Table 4: Results for Multifarm track.

System
Different ontologies Same ontologies

P F R P F R

LogMap 0.80 0.40 0.28 0.94 0.41 0.27

are of very small size (between 14 and 140 entities). The track uses two reference align-

ments RA1 and RA2. RA1 contains manually curated mappings between 21 ontology

pairs, while RA2 also contains composed mappings based on the alignments in RA1.

Table 3 summarises the average results obtained by the LogMap family. The last

column represents the total runtime on generating all 21 alignments. Tests were run on

a laptop with Intel Core i5 2.67GHz and 8GB RAM. LogMap ranked 2nd and LogMap-

C ranked 3rd. They both produced coherent alignments.

2.4 Multifarm track

This track is based on the translation of the OntoFarm collection of ontologies into 9

different languages [18].

In the OAEI 2014, only LogMap, AML and XMap implemented specific multilin-

gual techniques. Table 4 summarises the results. LogMap achieved very competitive

results in terms of precision. Regarding recall, however, there is still room for im-

provement. In the close future we plan to extend the multilingual module with more

sophisticated translation techniques.

2.5 Library track

The library track involves the matching of the STW thesaurus (6,575 classes) and the

TheSoz thesaurus (8,376 classes). Both of these thesauri provide vocabulary for eco-

nomic and social sciences. Table 5 summarises the results obtained by the LogMap fam-

ily. The track was run on a computer with one 2.4GHz core with 7GB RAM and 2 cores.

LogMap ranked 2nd in this track. The results for LogMap* are obtained with a version

of the input OWL ontologies using skos labels (i.e. skos:altLabel and skos:prefLabel).

2.6 Interactive matching track

The interactive track is based on the conference track and it uses the RA1 reference

alignment as Oracle. Table 6 summarizes the obtained results by LogMap with the
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Table 5: Results for Library track.

System P R F Time (s)

LogMap* 0.743 0.711 0.681 223

LogMap 0.775 0.705 0.648 74

LogMapLt 0.644 0.703 0.771 9

LogMap-C 0.484 0.342 0.264 22

Table 6: Results for Interactive track.

System
RA1 reference

Avg. Calls Time (s)
P R F

LogMap 0.88 0.73 0.64 4 27

Table 7: Summary results for the Large BioMed track

System Total Time (s) P F R Inc. Degree.

LogMap 1,751 0.890 0.792 0.719 0.013%

LogMap-Bio 8,634 0.843 0.784 0.744 0.8%

LogMap-C 6,331 0.907 0.688 0.559 0.013%

LogMapLt 317 0.868 0.613 0.532 34.0%

interactive mode activated. LogMap with interactivity improved both the average Pre-

cision and Recall wrt LogMap with the interactive mode deactivated (see Section 2.3).

LogMap performed on average, 3.91 calls to the Oracle along the 21 matching tasks.

LogMap ranked 2nd in the interactive matching track, but it was the system performing

less calls to the oracle.

2.7 Large BioMed track

This track consists of finding alignments between the Foundational Model of Anatomy

(FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI). These on-

tologies are semantically rich and contain tens of thousands of classes. UMLS Metathe-

saurus [3] has been selected as the basis for the track reference alignments.

Table 7 summarises the results obtained by the LogMap family. The table shows

the total time in seconds to complete all tasks in the track and averages for Precision,

Recall, F-measure and Incoherence degree. The track was run on a Ubuntu Laptop with

an Intel Core i7-4600U CPU @ 2.10GHz x 4 and allocating 15Gb of RAM..

Only AML and LogMap variants (excluding LogMapLt) generated almost coher-

ent alignments. LogMap ranked 2nd in the track, while LogMap-C and LogMap-Bio

obtained the best average Precision and the second best average Recall, respectively.

LogMapLt was the fastest to complete all tasks.
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Table 8: Results for OA4QA track.

System Queries
RA1 reference RAR1 reference

P F R P F R

LogMap 18/18 0.750 0.741 0.750 0.729 0.728 0.750

LogMapC 18/18 0.722 0.704 0.694 0.722 0.703 0.694

LogMapLt 11/18 0.409 0.379 0.423 0.351 0.348 0.402

Table 9: Results for Instance matching track.

System
Identity

P F R

LogMap 0.603 0.099 0.054

LogMap-C 0.642 0.078 0.042

2.8 OA4QA track

The Ontology Alignment for Query Answering (OA4QA) track [22] does not follow the

classical ontology alignment evaluation with respect to a set of reference alignments.

Precision and recall is calculated with respect to the ability of the generated alignments

to answer a set of queries in a ontology-based data access scenario where several on-

tologies exist. Given a query and an ontology pair, a model (or reference) answer set is

computed using the correspondent reference alignment for the ontology pair. Precision

and recall is calculated with respect to these model answer sets.

In the OAEI 2014 the ontologies and reference alignment (RA1) are based on the

conference track. RAR1 is a repaired version of RA1 different from RA2 in the confer-

ence track. Table 8 summarises the (average) results for the LogMap family. LogMap

and LogMap-C ranked 1st and 2nd in the track, although the number of queries is still

not large enough to provide representative values for Precision and Recall. However,

the most interesting result is the number of queries a system is able to answer when

the computed alignments is incoherent. For example, LogMapLt, since it does not im-

plement mapping repair techniques, is only able to answer 11 of the queries, which

damages the obtained precision and recall.

2.9 Instance matching track

The results of LogMap (and LogMap-C) were not as good as previous years. Note that,

LogMap does not implement specialised instance matching techniques. Nevertheless,

LogMap outperformed two of the participating tools specialised in instance matching.

Table 9 summarises the results obtained by LogMap and LogMap-C.

3 General comments and conclusions

3.1 Comments on the results

LogMap, apart from Benchmark and Instance Matching tracks for which does not im-

plement specific techniques, has been one of the top systems in the OAEI 2014. Fur-
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thermore, it has also been one of the few systems implementing repair techniques and

providing (almost) coherent mappings in all tracks.

LogMap’s main weakness relies on the fact that the computation of candidate map-

pings is based on the similarities between the vocabularies of the input ontologies;

hence, there is a direct negative impact in the cases where the ontologies are lexically

disparate or do not provide enough lexical information (e.g. Benchmark and Instance

Matching).

3.2 Discussions on the way to improve the proposed system

LogMap is now a stable and mature system that has been made available to the commu-

nity. There are, however, many exciting possibilities for future work. For example we

aim at improving the multilingual features and the current use of external resources like

BioPortal. Furthremore, we are applying LogMap in practice in the domain of oil and

gas industry within the FP7 Optique8 [16], which presents a very challenging scenario.

3.3 Comments on the OAEI test cases

The number and quality of the OAEI tracks is growing year by year. However, there is

always room for improvement:

Comments on the OA4QA track. The new OA4QA track has succesfully shown the neg-

ative impact of a incoherent alignment in query answering tasks. However, the number

of queries is still small to provide representative values for the F-measure. More queries

and more challenging ontologies will make the track more attractive.

Comments on the OAEI interactive matching track. The interactive track has been a

very important step forward in the OAEI, however, larger and more challengings tasks

should be included. For example, matching tasks (e.g. anatomy and largebio) where

the number of questions to the expert user or Oracle may be critical. Furthermore, it is

quite unlikely that the expert user will be perfect, thus, the interactive matching track

should also consider the evaluation of several Oracles with different error rates such as

the evaluation performed in [14].

Comments on the OAEI largebio track. One of the objectives of the largebio track is the

creation of a “silver standard” reference alignment by harmonising the output of the dif-

ferent participating systems. In the next OAEI campaign it would be very interesting to

actively use this “silver standard” in the construction of the track’s reference alignment.

This will help to improve the completeness of the reference alignment.
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13. Jiménez-Ruiz, E., Cuenca Grau, B., Horrocks, I., Berlanga, R.: Logic-based assessment of

the compatibility of UMLS ontology sources. J. Biomed. Sem. 2 (2011)
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collection of parallel ontologies. In: Int’l Sem. Web Conf. (ISWC). Poster Session (2005)
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Abstract. This paper summarizes the results of the fourth participation of the

MaasMatch system in the Ontology Alignment Evaluation Initiative (OAEI) com-

petition. We describe the performed changes to the MaasMatch system and eval-

uate the effect of these changes on the different datasets.

1 Presentation of the system

MaasMatch is a ontology mapping system with the initial focus of fully utilizing the

information located in the concept names, labels and descriptions in order to produce

a mapping between two ontologies [2,4]. This was achieved through the utilization of

syntactic similarities and virtual documents, which can also be used as a disambiguation

method for the improvement of lexical similarities [3,6].

1.1 Specific techniques used

The 2014 version of MaasMatch exhibits some notable changes compared to the 2013

version [5]. First, the system is now based on a de-centralized configuration system.

For each presented mapping problem, the system queries its stored similarity measures

whether the current problem is appropriate for that particular measure. Each measure

independently evaluates whether the given ontologies contain a sufficient amount of

exploitable input data and whether the ontologies have an appropriate size. The mea-

sures then report their results back to the system. As an example, the instance similarity

would not consider itself appropriate if one of the given ontologies does not contain

any instances. Additionally, each similarity also evaluates the size of the input ontolo-

gies, such that computationally expensive similarities are not executed on large-scale

problems.

Using all similarities that have responded positively for the current problem, the

system computes the similarity cube between the two ontologies. Here, all similarity

measures are executed in parallel using a dynamic number of threads depending on the

current hardware, such that the system can scale with the number of available comput-

ing cores. This facilitates the computation of alignments between large-scale ontologies

through a more effective usage of all available computing power.

The resulting similarity cube is aggregated using the Dempster-Shafer theory, after

which the result alignment is extracted. The entire mapping process of the MaasMatch

system is visualized in Figure 1.
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Fig. 1. Visualization of the MaasMatch architecture.

1.2 Adaptations made for the evaluation

While the system can provide correspondences with a wide range of confidence values,

we have applied a hard threshold to the result extraction such that the evaluation on

track which do not perform thresholding analysis better reflect the actual quality of

the alignments. However, the applied threshold can easily be adjusted in the supplied

configuration file.

1.3 Link to the system and parameters file

MaasMatch and its corresponding parameter file is available on the SEALS platform

and can be downloaded at http://www.seals-project.eu/tool-services/browse-tools.

2 Results

This section presents the evaluation of the OAEI2014 results achieved by MaasMatch.

When applicable, the performance of this year will be compared to the performance of

the previous year [1]

2.1 Benchmark

The benchmark track consists of synthetic datasets, where an ontology is procedurally

altered in various ways and to different extents, in order to see under what circumstances

a system can still produce good results. Table 1 displays the results on the two evaluated

datasets:

Compared to the results of the previous year [5], the performance of MaasMatch

saw a shift towards the precision of the alignments. While the precisions of the previ-

ous year were in the range of 0.6, this year the precisions of the different benchmark
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Test Set Precision F-Measure Recall

biblio 0.97 0.56 0.37

cose 0.98 0.48 0.31

dog 0.92 0.55 0.39

Table 1. Harmonic means of the benchmark test sets.

ontologies ranged from 0.92 to 0.98. This came however at a slight cost of recall. The

likely reason behind this is the re-introduction of a hard-threshold which is applied after

the alignment extraction step.

Another interesting point of note is that, compared to the previous year [1], the

testing procedure no longer caused issues in the execution of the system.

2.2 Anatomy

The anatomy dataset consists of a single matching task, which aligns a biomedical

ontology describing the anatomy of a human to an ontology describing the anatomy

of a mouse. Unique aspects about this ontology are their large sizes and the fact that

they contains specialized vocabulary which is not often found in non-domain specific

thesauri. Table 2 displays the results of this dataset.

Year Precision F-Measure Recall Runtime(s)

2013 0.359 0.409 0.476 8532

2014 0.914 0.803 0.716 49

Table 2. Results of the anatomy data set.

On the anatomy test track we can observe some significant improvements compared

to last year’s evaluation. First, we can see a significant improvement with regard to the

alignment quality. Both the precision and recall have improved drastically compared to

the previous year, with an absolute increase of 0.555 and 0.24 respectively. Addition-

ally, the runtime for this dataset has been reduced drastically. Both the configuration

system, which would not execute complex similarities (e.g. the lexical similarity), and

the parallelized execution of all similarities contribute to this increase.

2.3 Conference

The confidence data set consists of numerous real-world ontologies describing the do-

main of organizing scientific conferences. The results of this track can be seen in Table

3.
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Year Precision F-Measure Recall

2013(ra1) 0.28 0.37 0.55

2014(ra1) 0.64 0.55 0.48

2013(ra2) 0.27 0.36 0.53

2014(ra2) 0.52 0.50 0.49

Table 3. Results of the conference data set.

Overall we can observe an improved performance on the conference dataset for both

the ra1 and ra2 reference alignments. The likely reason behind this is the improved se-

lection and aggregation of the similarity measures. The runtime of the entire evaluation

was 68777 seconds. This is significantly higher than the runtime of the anatomy track,

since the conference track consists of numerous small mapping tasks. The system anal-

yses each task individually with regard to its complexity. For the anatomy track, the

single task is evaluated as too large for time consuming similarity measures, such that

these are dropped. However, any given mapping problem of the conference track is

small enough such that the application of time consuming similarities is still feasible,

resulting in the overall runtime being higher for this track than for the larger anatomy

track.

2.4 Multifarm

The Multifarm data set is based on ontologies from the OntoFarm data set, that have

been translated into a set of different languages in order to test the multi lingual capa-

bilities of a specific system. The results of MaasMatch on this track can bee seen in

Table 4.

Year Precision F-Measure Recall

2013 (same ontology) 0.62 0.29 0.19

2014 (same ontology) 0.52 0.10 0.06

2013 (different ontology) 0.01 0.02 0.03

2014 (different ontology) 0.27 0.15 0.10

Table 4. Results of the multi-farm data set.

Despite the system not being designed for multi-lingual mapping, we saw an im-

provement in performance for the mapping tasks with different ontologies. For this part

of the dataset, the precision was increased significantly while the recall saw a moderate

increase.

For mapping tasks consisting of the same ontology being translated into different

languages the overall performance was lower than the previous year. A likely reason for
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this is that the internal structures of the concepts are no longer taken into consideration

compared to last year, such that a decreased performance for mapping problems with

identical structures are to be expected.

2.5 Large BioMed

The Large Biomedical track consists of three mapping problems in which very large

ontologies modelling the biomedical domain have to be mapped. The results of this

track can be seen in table 5.

Year Precision F-Measure Recall Runtime(s)

2013 (FMA-NCI Task 1) 0.407 0.456 0.517 12,409

2014 (FMA-NCI Task 1) 0.808 0.824 0.840 1,460

2013 (FMA-SNOMED Task 1) - - - -

2014 (FMA-SNOMED Task 1) 0.655 0.664 0.674 4,605

Table 5. Results of the multi-farm data set.

We can observe some significant improvements compared to the results of the pre-

vious year. In the previous year, MaasMatch was unable to produce a result alignment

within the set time limit for the FMA-SNOMED matching task. This year, the system

did produce an alignment within the time limit with a F-measure of 0.664. The results

for the FMA-NCI track have improve significantly. Both the precision and recall have

improved over the previous year, resulting in an increase of F-Measure from 0.456 to

0.824. In addition, the required runtime for this task has been reduced by approximately

89%.

Some issues however remain for this dataset. Further improvements need to be made

such that the system can tackle the largest task (NCI-SNOMED). This year, the system

was unable to complete this task due to memory issues. The likely cause behind this is

the current implementation of the profile similarity. To improve runtime, this similarity

caches all concept profiles in memory such that these do not have to be re-created

whenever a similarity computation is invoked on the same concept. However, due to the

large size of the matching tasks this optimization is no longer a feasible solution due to

memory constraints.

3 General comments

3.1 Comments on the results

Overall, we have seen improved results for all evaluation tracks, leading to competitive

performances when compared to the other mapping systems. Furthermore, large-scale

mapping problem were now solvable within a reasonable runtime for the first time.

Some weaknesses still remain, for instance the result alignments being non-coherent,

but ultimately the current iteration of the system has been largely successful.
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3.2 Discussions on the way to improve the proposed system

The MaasMatch system saw some significant changes compared to last year’s iteration,

which is reflected in the different results for all tracks. Most observed changes were in-

deed positive. Some areas however remain were more improvements can be made. This

year saw the introduction of a decentralized self-configuration system, where the logic

of determining whether a similarity measure is appropriate is de-coupled to each par-

ticular metric. There current implementation however is only preliminary. We foresee

an improved system which contains a set of testing problems, similar to the different

tracks of OAEI, on which every similarity metric can be automatically evaluated with

regard to its compatibility and run-time efficiency. These results could then be stored

and consulted for any new mapping task.

Currently, multi-lingual problems are not supported. While we did investigate the

possibility of multi-lingual adaptations, none of the available options were satisfactory.

On-line solutions, e.g. Google Translate have the issue that these are typically commer-

cial, such that there are no free options for research available, and limited with regard

to the amount of queries on can issue per month, making the adoption for large-scale

problems infeasible. Off-line options, such as BabelNet have the issue that these are

much larger than the available storage per system on the SEALS platform (5.1GB as

opposed to the 500MB limit). A solution would be to establish a private server on which

BabelNet can be queried by the system, though this was not pursued due to time con-

straints.

4 Conclusion

In this paper we presented the results of the MaasMatch system for the 2014 OAEI

campaign. The system has changed significantly compared to the previous year, which

is reflected in the performance of the different tracks. Overall, most tracks have seen im-

provements with regard to alignment quality. The self-configuration system now made

the mapping of large problem in a feasible time a possibility, as evidence in the runtime

performance during the anatomy track.
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RiMOM-IM Results for OAEI 2014

Chao Shao, Linmei Hu, Juanzi Li
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Abstract. This paper presents the results of RiMOM-IM in the Ontology Align-

ment Evaluation Initiative (OAEI) 2014. We only participated in IM@OAEI2014.

We first describe the overall framework of our matching System (RiMOM-IM);

then we detail the techniques used in the framework for instance matching. Last,

we give a thorough analysis on our results and discuss some future work on

RiMOM-IM.

1 Presentation of the system

Recently, a number of ontological knowledge bases have been built and published, such

as DBpedia[1]. , YAGO [2], Xlore [3], etc. Some published knowledge bases are do-

main specific ones that cover facts within one domain, such as movie, music and geog-

raphy; some other ones are cross-domain knowledge bases that contain various kinds

of information in different domains. Usually, knowledge about one object may be con-

tained in different knowledge bases. For example, both YAGO and elvisPedia contain

information about a person named “Elvis Presley”; YAGO records the birthdate of this

person while elvisPedia has the information about his wife; if we want know more about

“Elvis Presley”, we have to search his information in different knowledge bases. There-

fore, there is a growing need to align different knowledge bases so that we can easily

get more complete knowledge about things that we are interested in.

A lot of work has already been done for aligning ontological knowledge bases. Pre-

vious researches focus on aligning the schema elements (i.e. concepts and properties)

in knowledge bases, which is called ontology matching. Most recently, the problem of

matching instances in different knowledge bases has attracted increasing interest. Many

instance matching approaches have been proposed. Our system is proposed for large-

scale instance matching. There are two major techniques in the existing approaches to

speed up the instance matching process: blocking and iterative matching. Blocking is

to index the instances in two knowledge bases separately and then select the instances

having the same keys as candidate instance pairs. Iterative matching is to find the in-

stance correspondences in multiple loops; only a fraction of instances are matched in

each iteration, which are then used as seeds for matching the rest instances in the fol-

lowing iterations. Although the above two techniques are very helpful to large-scale

instance matching, there are still several challenging problems which are not well ad-

dressed. First, since usually only literal values in RDF triples are used as indexing

keys for blocking, the set of candidate instance pairs to be compared is still very large.

Second, iterative instance matching is likely to propagate minor errors of mismatched

instances in each iteration. Traditional decision-making methods can hardly get rid of
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mismatched instances since instances in two different knowledge bases are usually de-

scribed by different numbers of RDF triples.

In order to solve the above challenges in large-scale instance matching, we propose

an iterative instance matching framework RiMOM-IM (RiMOM-Instance Matching),

which is developed based on our ontology matching system RiMOM [4]. The main

idea behind the framework is to maximize the utilization of distinctive and available

matching information. RiMOM-IM presents a novel blocking method to improve the

efficiency and employs a weighted exponential function based similarity aggregation

method to guarantee high accuracy of instance matching.

1.1 State, purpose, general statement

This section describes the overall framework of RiMOM-IM. The overview of the in-

stance matching system is shown in Fig. 1. The system includes five modules, i.e.,

Initial Interactive Configuration, Candidate Pair Generation, Matching Score Calcula-

tion, Instance Alignment and Validation. The annotated numbers in the figure show the

sequences of the process. We illustrate the process as follows.
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(Intermediate) Result

Fig. 1. Framework of RiMOM-IM

1. The system begins with Initial Interactive Configuration, which allows users to

configure system with needed modules in the following process and their parame-

ters.

2. We conduct data preprocessing, such as unifying data formats for the values of

some predicates.

3. We proceed blocking which consists in using inverted indexing to generate candi-

date set and unique instance sets.

4. For each pair in the candidate set, we compute similarities over all aligned predi-

cates with ”Similarities over Predicates” and then through ”Aggregation”, we ag-

gregate them to get the final matching score of two instances. We generate a priority

queue by sorting the final scores in a descending order.
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5. For unique instance sets, we iteratively use “Unique Subject Matching” and “One-

left Object Matching” to generate aligned set until no new aligned instances are

generated. These aligned instances will then be used to find new candidate pairs

and new unique instances, thus updating candidate set and unique instance sets.

Correspondingly, matching scores for related instance pairs and the priority queue

will be updated.

6. For the priority queue, we use “Score Matching” to generate only one aligned pair

with the highest score above the threshold. If there is a newly aligned instance pair,

we will generate new unique instances, which will be taken as input to step 5. If

there is no new aligned pair, we continue step 7.

7. If Validation module is chosen in step 1, we will conduct validation on all aligned

pairs. Otherwise, terminate.

1.2 Specific techniques used

This year we only participate in the IM@2014 track. We will describe specific tech-

niques used in this track.

Data Preprocessing: First, we translate all the languages used in the whole datasets

to English by using google translator. Then we remove special symbols like “♯, *, !”,

etc. and stop words like “a, of, the”, etc. Afterwards, we calculate the TF-IDF values of

words in each knowledge base.

Blocking: Blocking aims to pick a relatively small set of candidate pairs from all

pairs. Due to the large scale of knowledge bases, it is impossible to calculate matching

scores of all instance pairs. In our blocking method, we take the predicate as well as

top 10 words of the object (ordering by tf-idf values in the knowledge base) as index

keys of instances. It should be noticed that if the object is an instance, the entire URI is

considered as a word. Owing to the novel blocking method which restricts the candidate

pairs with identical distinctive information (predicate and distinctive object features),

we greatly reduce the number of similarity comparisons and improve the efficiency.

Similarity over Predicates: The similarity function varies with different predicates.

For example, we can use indicator function for the predicate of birthdate, when the

value are the same, the indicator is 1, otherwise, 0. For the predicate of comments, we

compute cosine similarity based on the tf-idf vectors. In system configuration, we can

specify a similarity function for each aligned predicate.

Similarity Aggregation: For each instance pair, after acquiring similarity values

in terms of multiple aligned predicates, we need to aggregate the similarities to get fi-

nal matching score. AVG aggregates the similarities by computing the average value

[5]. SIGMOID(SIG) aggregates the similarities by computing the average similarities

transformed by a sigmoid function [5]. These methods do not adapt to the case when

different instance pairs have different numbers of aligned predicates. In this work, we

propose a weighted exponential aggregation function, ExpAgg to aggregate the similar-

ities S, which is a set of similarities of all aligned predicates. The function is as follows:

ExpAgg(S) =
Σsi∈Sw

′

i ∗ exp(w
′′

i ∗ si)

Σsi∈Sw
′

i ∗ exp(w
′′

i ∗ 1)
(1)
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Among them, si is the similarity score in terms of the ith aligned predicate. We set the

weights of the predict “label” and the other predicts as as 16 and 1, respectively.

Score Matching: In this task, we don’t use the modules of “Unique Subject Match-

ing” and “One-left Object Matching”. Each time we choose the pair with the highest

score as the aligned pair, we will then update the matching score of each instance pair

in the prior queue. With the greedy algorithm of extracting only the most matching pair

every time, we control error propagation to some extent. As we can not guarantee a

global optimization with the greedy algorithm, we add the later process of validation.

Validation:Since many objects of instances are URIs referring to other instances,

there still exists some nondeterminacy in aligning two instances due to the uncertainty

in the alignment situation of their compatible neighbors, and we also find some rules

are very useful. We add validation module to correct some mistakes by some useful

rules. In this track, we find that if two instances both contain the predict of “lable”, their

“label” predicts shall share at least a same token.

1.3 Link to the system and parameters file

The RiMOM-IM system can be found at http://keg.cs.tsinghua.edu.cn/

project/RiMOM/.

2 Results

The IM@2014 track contains two subtasks. we present the results and related analysis

for the two subtasks in the following subsections.

2.1 Identity Recognition sub-task

The goal of the Identity Recognition sub-task is to determine whether two OWL in-

stances refer to the same real-object. Due to a lack of training data, it is very difficult

for us to tuning our parameters. First, we use the default setup to get a preliminary

result, and then we check the information of some aligned pairs. We find out that the

predict of “label” is very important, so we increase the weight of the “label” predict.

Finally, we get 1103 instance pairs as matching ones.

As show in figure 2, the results for the identity task are: Precision 0.65, Recall 0.49,

Fmeasure 0.56, which is much lower than we expected. But we are pretty sure that if

we have some training set, we can tuning a much better result.

2.2 Similarity Recognition sub-task

The goal of the Similarity Recognition sub-task is to determine the degree of similar-

ity between two OWL instances, even when the two instances describe different real-

objects. In our system, we use the traditional cosine similarity measurement, however,

if one predicate have many similarity values, we use the maximum value. So in summa-

ry, we use maxpooling+cosine similarity. We can find that if two instances describe the

same real-objects, their similarity value will usually be larger than that of two instances

152



 

Fig. 2. Results of the Identity Recognition Task

which describe different real-objects. Therefore, it’s reliable to use the similarity value

as a measure to judge whether two instances describe the same real-objects. And we find

that if two instances describe different real-objects while have a high similarity value,

then their labels are usually different. We can use these two observations for instance

matching. As show in figure 3, this similarity strategy is much close to the crowdsourc-

 

Fig. 3. The Result of Similarity Recognition Task

ing activities’. We have chosen other complexity similarity measurements, but it turns

out that this simple measurements works better.

2.3 Discussions on the way to improve the proposed system

Our system need the aligned predicates to select the candidate instance pairs. Our sys-

tem will use the aligned instance pairs to calculate the similarity values of other instance

pairs, which will also need the information of aligned predicates. We need to invent an

algorithm to automatically align the predicates. Although there are some algorithms that

can align the instances by measuring the similarity values of predicates, none of them

use the aligned instance pairs to help to update the similarity values for predicates. We

will develop an algorithm that do not need any aligned predicates, but can iteratively

use the aligned instance pairs to align the predicates, which will in turn advance the

instance alignment.
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2.4 Comments on the OAEI 2014 measures

This task is a cross-lingual instance matching task. We find out that we can significantly

improve the result by using translation method. And we find that the blocking method

also improves the precision of the result. Because the “datatype” of the “object” is

always “String”, we do not have any relations between any two instances. So we can’t

use the relation information to improve the recall. This year we use ten keywords for

every predict to get more candidate pairs to ensure a high recall.

3 Conclusion and future work

In this paper, we present the system of RiMOM-IM in OAEI 2014 Campaign. We par-

ticipate in one track this year. We described specific techniques we used during this

campaign. In our project, we design a new framework to do the instance matching task.

Our method effective and efficient.

For now, we need to tune the parameter manually, we will improve it by making the

tuning process automatic in the future work.
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Abstract The RSDL workbench was developed as a part of a service compo-

sition platform for service markets and provides tools to specify structural and

behavioral aspects of services based upon the Rich Service Description Lan-

guage (RSDL). Such comprehensive service descriptions allow a multi-faceted

matching of service requests and offers in terms of their data models, operations,

and protocols. Domains and application contexts of such service requests and of-

fers are not known to the matchers in advance. Our data model matcher exploits

several background ontologies to find corresponding data model elements. Data

model alignments are represented in the form of relational Query View Transfor-

mation (QVT) scripts that are used to normalize behavioral models, which is a

prerequisite for operation matching. For the OAEI campaign, we excluded back-

ground ontologies, because the involved additional costs did not justify the gain

yet. In this paper, we present our system and the results for the OAEI campaign.

1 Presentation of the system

RSDL Workbench (RSDLWB) is a collection of tools for the specification, discov-

ery and composition of services. A service discovery brings service requesters and

providers together by matching requirements and existing services. These requirements

or the offered functionality can be described in terms of the structural as well as behav-

ioral aspects of the service through RSDL [4]. An RSDL specification consists of a data

model, operation signatures, Visual Contracts (VCs) [2], and protocols. For the specifi-

cation of a service, a data model determines relevant data types and their relationships

in terms of a Unified Modeling Language (UML) class model. A VC is typed over such

and specifies the behavior of certain operations. In particular, a VC describes pre- and

postconditions of operation calls by graph grammar rules whose graphs conform to the

class model.

The domain(s) of the service requests and offers are not known to the matcher in

advance. Even though they share the same domain and describe semantically equiva-

lent concepts, their respective class models might be heterogeneous, because they are

created independently most likely. VCs might be heterogeneous as well, due to the het-

erogeneity of their respective class models they conform to. Consequently, VCs of a

requester and a provider and hence the behavior of service offers and requests cannot

be compared directly and must be normalized.

⋆ This work was partially supported by the German Research Foundation (DFG) within the

Collaborative Research Centre “On-The-Fly Computing” (SFB 901)
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Figure 1: Matching Process [9]

Fig. 1 gives an overview of our approach: (1) The class models are matched and

a list of class, attribute, and association mappings is returned. (2) Based on the list of

mappings, a relational QVT [1] model transformation script is automatically generated

which allows bidirectional model transformations. The VCs of the requester are nor-

malized according to the providers’ class model by executing the model transformation.

The normalization of the VCs is a prerequisite for the operation matching. (3) Once all

VCs conform to the same class model, they can be compared directly. In a next step,

the operations are matched based on the normalized VCs, which is explained in detail

in [5].

The list of operation mappings is the input for the protocol matcher, that checks if

the operation invocation sequences requested by the requester match with the operation

invocation sequences allowed by the provider. The data model matcher and the trans-

formation script generation was previously presented in [9]. The system was realized as

an Eclipse plug-in and implements the interface of EMF Compare3 in order to reuse its

graphical user interface. This paper focuses on its data model matching techniques and

the results of the OAEI campaign.

1.1 State, purpose, general statement

As explained in Sect. 1, the purpose of the system is to match heterogeneous class mod-

els. The system automatically matches two UML class models that are part of respec-

tive RSDL specifications and generates a relational QVT model transformation script,

which acts as a mediator enabling the translation of behavioral models. If necessary, the

generated script can be manually revised.

In context of our system, the relevant OAEI tracks that we aim to compete in, are as

follows: benchmark, anatomy, and conference. In the future, we also plan to participate

in the multifarm, library, and largebio track. The tracks interactive, instance matching,

and ontology alignment for query answering are less relevant for RSDLWB and support

for these tracks is not scheduled.

In our knowledge, none of the existing matching system fulfills all the requirements

of RSDLWB class model matcher, i.e. (1) process UML class models as input, (2) cre-

ate 1:1, 1:n, n:1, n:m class mappings, (3) generate a transformation script from the

mappings.

3 http://www.eclipse.org/emf/compare/
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1.2 Specific techniques used

According to the classification of [3], RSDLWB uses the following matching tech-

niques: 1. String-based (normalization), 2. Language-based (tokenization), 3. Constraint-

based (type similarity), 4. Linguistic resources / domain specific ontologies (back-

ground ontologies)4, 5. Taxonomy-based (upward cotopic similarity)4.

RSDLWB matches classes (DataProperties), attributes (DataProperties),

and associations (ObjectProperties) pairwise and independently. The similarity

of a pair is basically determined on the basis of their labels. In case of attributes, their

type similarities [10] are considered as tie breakers. Before labels of two concepts are

matched, they are split into tokens. Each single token is normalized by lowercasing and

suppression of non-alphabetical characters. Next, the tokens are matched for their part.

The overall label similarity arises from the average similarity of the token matching.

If two tokens have identical normalized strings, they are assumed to match and get the

highest similarity value.

The rest of this section addresses techniques that were not used in the OAEI cam-

paign for reasons that are explained in Sect. 3. When two tokens are not identical, their

Upward Cotopic (UC) similarity [6] is computed. The UC similarity is the quotient of

the number of the tokens’ shared hypernyms and the number of all their hypernyms

according to a Background Ontology (BO). Such a BO is selected when it contains two

concepts with the same normalized labels as the tokens to be matched. In particular, an

individual BO is selected for each label pair. BOs are stored in a relational database.

The transitive closure of the hypernyms is precalculated for each BO concept and also

stored in the database. We imported different ontologies to our database like WordNet

[8], DBpedia [7], etc.

ontologies

id INT(10)

name VARCHAR(255)

aliases

oid INT(10)

cid INT(10)

name VARCHAR(10)

concepts

oid INT(10)

id INT(10)

hypernymCount INT(10)

hypernyms TEXT

 

Figure 2: Database Tables and Foreign Key Relations

Fig. 2 shows the database schema: The ontologies table contains a row for each

imported BO. The alias table contains all synonyms for the concepts, which are stored

in a separate table. The column hypernyms stores all hypernyms as a list of concept ids.

Additionally, hypernymCount contains the number of hypernyms. The edges illustrate

foreign keys of the tables. A database index was added to aliases.name, which allows

faster lookups of hypernyms for inquired aliases.

Listing 1 shows an exemplary SQL query that illustrates how two tokens from the

input ontologies are anchored in a BO and how their hypernyms are retrieved. For each

pair of tokens, an individual BO is selected. It might happen that a token is anchored

in a BO by a homonym. The selection strategy prioritizes BOs with deeper taxonomic

4 Technique was not used in the OAEI campaign (c.f. Sect. 3)
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SELECT c1.hypernyms AS hypernyms1, c2.hypernyms AS hypernyms2,

a1.oid AS id, LEAST(c1.hypernymCount, c2.hypernymCount) AS

prio FROM aliases AS a1, aliases AS a2, concepts AS c1,

concepts AS c2 WHERE a1.name = ’person’ AND a2.name = ’

author’ AND a1.oid=a2.oid AND c1.id=a1.cid AND c2.id=a2.cid

AND c1.oid=a1.oid AND c2.oid=a2.oid ORDER BY prio DESC LIMIT

1;

Listing 1: Querying Background Ontologies

hypernyms1 hypernyms2 id prio

160, 843, 138, 269, 515, 325, 932 346, 930, 431, 160, 843, 138, 269, 515, 325, 932 2 7

Table 1: Query Result

hierarchies, because shallow hierarchies produce UC similarity values that are close to

each other. Tab. 1 shows the query result set that contains the hypernyms of person and

author, the ontology id and the priority. Accordingly, the UC similarity is:

σUC =
|hypernyms1 ∩ hypernyms2|

|hypernyms1 ∪ hypernyms2|
=

7

10
= 0.7

To create n:m class mappings, a simple greedy algorithm is used. At first, the class

pairs are sorted in a descending order according to their similarity. The algorithm iter-

ates over the pairs and if none of the current pair’s classes is part of a mapping, a new

mapping is created. If one class is already part of a mapping and the second is not, the

second is added to the mapping the first is already part of. If both classes are part of a

mapping, the pair is ignored.

1.3 Generation of the Model Transformation

In this section, we want to explain briefly how the QVT transformation script is gen-

erated from the alignment. The generation is exemplified on the basis of the reference

alignment for the cmt and the confOf ontologies that are part of the conference track.

The UML diagram in Fig. 3a shows parts of these ontologies and is arranged in a way

so that some mappings of the reference alignment can easily be seen.

Fig. 3b shows the generated QVTr script: Each class mapping corresponds to a top

relation, which is a possible entry point for the transformation, e.g. <Person, Person>

(line 2). During the transformation, free variables (domains) like person1 are bound

to instances of the source class model at first. Accordingly, var email is bound to

person1’s data attribute email (l. 5). The enforce keyword directs the transforma-

tion to create proper instances in the target data model (if necessary). Once person2 is

bound to a (newly created) instance, its attribute hasEmail is bound to var email

(l. 8). Variables for object attributes (l. 13, 16) are delegated to other relations to bind

free variables (l. 19). The delegation is carried out in when clauses, which are precon-

ditions for the relations. The creation of the script is not trivial, because n:m mappings

have to be considered or mapped attributes do not necessarily belong to classes that have
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been mapped for their part, etc. For a more detailed description on the script generation

and its current limitations, the reader is referred to [9].

(a) Excerpt of cmt and confOf Ontolo-

gies

transformation Cmt_ConfOf(cmt : cmt, confof : confof){

top relation Person_Person{

var_email:String;

enforce domain cmt person1 : Person {

email = var_email

};

enforce domain confof person2 : Person {

hasEmail = var_email

};

}

top relation Author_Author{

enforce domain cmt author1 : Author {

writePaper = var_paper1 : Paper{}

};

enforce domain confof author2 : Author {

writes = var_paper2 : PaperFullVersion{}

};

when{

Paper_PaperFullVersion(var_paper1, var_paper2);

}

}

top relation Paper_PaperFullVersion{

enforce domain cmt paper1 : Paper{};

enforce domain confof paper2 : PaperFullVersion{};

}

}

(b) Generated QVTr Script

1.4 Link to the system and provided alignments

The SEALS compliant5 RSDLWB 1.1 is available at http://goo.gl/3Uj9gS.

The provided alignments are available at http://goo.gl/JLsELe.

2 Results

The RSDLWB results are summarized in Tab. 2. The second column denotes how the

values for precision, F-measure, and recall were calculated. The harmonic mean of all

test cases is stated for benchmark, conference, and multifarm. The tracks anatomy and

library comprise only one test case. Concerning the conference track, the values are

calculated according two reference alignments ra1 and ra2. The multifarm track has two

kind of tasks: The first kind matches the same ontology in different languages (same)

and the second different ontologies in different languages (diff). Relating to largebio,

RSDLWB could only complete the test case FMA-NCI within 10 hours.

2.1 benchmark

The test cases of the benchmark track are systematically generated from three seed

ontologies – biblio, cose, and dog – by modifying or discarding ontology features. The

evaluation is conducted in a blind fashion, i.e. neither the participants nor the organizers

5 http://oaei.ontologymatching.org/2014/seals-eval.html

159



Track Runtime [h:m:s] Precision F-measure Recall

benchmark biblio H-Mean 00:01:26 .99 .66 .5

benchmark dog H-Mean 04:00:17 .99 .75 .6

anatomy Mouse-NCI 00:22:17 .978 .749 .607

conference H-Mean ra1 00:00:36 .81 .59 .47

conference H-Mean ra2 00:00:36 .76 .54 .42

multifarm H-Mean (diff) 00:18:00 .16 .04 .02

multifarm H-Mean (same) 00:18:00 .34 .02 .01

library TheSoz-STW 09:07:08 .781 .073 .038

largebio FMA-NCI 00:36:57 .956 .38 .237

Table 2: RSDL Workbench Results for OAEI 2014

know the generated test cases in advance. RSDLWB achieved very good results regard-

ing F-measure for the biblio and dog test cases. However, RSDLWB did not produce an

alignment for cose.

2.2 anatomy

The Adult Mouse Anatomy and a part of the National Cancer Institute Thesaurus (NCI)

describing the human anatomy are matched in the anatomy track. In regard to precision,

F-measure, and recall, RSDLWB performs slightly worse than baseline StringEquiv.

RSDLWB achieved high precision for the price of low recall compared to other systems.

2.3 conference

In the conference track, seven independent ontologies in the domain of organizing con-

ferences are matched pairwise, resulting in 21 test cases. The produced alignments from

the participants are evaluated against the reference alignments ra1 and ra2. The refer-

ence alignment ra2 is generated as the transitive closure computed on ra1. While ra1

was available to participants, ra2 was not. Regarding F-measure, RSDLWB performs

better than baseline StringEquiv, but slightly worse than baseline edna, which means an

average performance. Since RSDLWB relies only on string-based techniques the results

are similar to the baseline algorithms.

2.4 multifarm

The goal of this track is to evaluate the ability of the matcher to deal with ontologies

in different languages. The cross-lingual matching scenario is relevant for RSDLWB,

but we did not investigate on this scenario yet. The low precision, F-measure, and recall

values result from the fact, that labels in different languages share less common tokens.

Even with enabled BOs, the matcher does not support other languages than English at

the moment.
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2.5 library

The task of the library track is to match the STW and the TheSoz thesaurus, which

include a huge amount of concepts and additional descriptions. These ontologies define

multiple labels per concept in different languages. However, RSDLWB does not support

multiple labels per concept yet. Rather, it selects an arbitrary label, so that these labels

are possibly in different languages, which leads to the same problems as for multifarm

and explains the weak results.

2.6 largebio

The data set of this track comprises the large biomedical ontologies Foundational Model

of Anatomy (FMA), SNOMED CT, and NCI. These ontologies are semantically rich

and contain a huge amount of concepts. The input size of the ontologies vary across the

six test cases. RSDLWB could only complete the smaller FMA-NCI test case within

the given time frame of 10 hours. For this particular test case, RSDLWB achieved sig-

nificantly lower F-measure than the average of all participants.

3 General comments

Several adjustments had been made to enable a participation of the RSDLWB in the

OAEI campaign: (1) An abstraction layer for the input models was introduced in order

to enable the matching of Web Ontology Language (OWL) ontologies. Since RSDLWB

was designed to match UML models, it does not support other OWL features except la-

bels of Classes, DataProperties, and ObjectProperties. (2) The matcher

was configured to create only 1:1 mappings instead of n:m mappings, because n:m map-

pings had a negative impact on the most tracks. (3) Originally, as presented in [9], the

matcher partially used some combinatorial algorithms which were replaced by simple

greedy algorithms to improve the runtime. (4) The UC similarity was disabled, because

the additional lookups of hypernyms in the BOs did not justified the matching results.

With enabled UC similarity, more false positives than true positives were created, re-

sulting in a decreased average F-measure.

3.1 Comments on the results

After the first participation of the RSDLWB in the OAEI campaign, we conclude that

the system is not optimal for the OAEI test tracks yet and that there were no improve-

ments in any of the OAEI disciplines. As the results show, the matcher heavily relies

on labels and rarely on other ontology features. Furhermore, the system in its current

shape is not suitable to match large ontologies.

3.2 Discussions on the way to improve the proposed system

RSDLWB depends very much on labels. To overcome this issue, similarity metrics must

be introduced that take e.g. structural features of the ontologies into account. Since

the importance of the similarity metrics varies between the test tracks and cases, the
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matcher should be adaptive and adjust the weights for these metrics. RSDLWB failed

to complete test tracks with large ontologies in a reasonable time – even without us-

ing BOs. To improve the runtime of the matcher, we plan to parallelize the retrieval of

hypernyms and the calculation of similarities. When BOs are used, the system often

produces false negatives because it uses homonyms for the anchoring in BOs. There-

fore, we want to adjust the matcher so that it is aware of the matching task’s domain.

Furthermore, we want to address cross-lingual matching by importing multilingual data

sets of DBpedia or by integrating a translation service. We are confident that we can im-

prove the system once the BO can be exploited effectively.

4 Conclusion

The first evaluation of RSDL workbench in the OAEI 2014 campaign showed good re-

sults for the benchmark track, but average to weaker results for the other tracks. The

runtime and the quality of the matching results is improvable compared to other sys-

tems. We excluded the usage of background ontologies, because they increase the run-

time of the system, but did not improve the matching results on average. As soon as we

can effectively exploit BOs, we need to improve the systems’ efficiency, because the

retrieval of hypernyms has an extra effect on the runtime.
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Abstract. In this paper, we present the results obtained by our ontology match-

ing system XMap++ within the OAEI 2014 campaign. XMap++ is a scalable

ontology alignment tools capable of matching large scale ontology. This is our

second participation in the OAEI, and we can see an overall improvement on

nearly every task.

1 State, purpose, general statement

XMap (eXtensible Mapping) is an ontology alignment tool for the alignment of OWL

entities (i.e., classes, object properties and data properties). XMap++ approach uses

different similarity measures of different categories such as string, linguistic, and struc-

tural based similarity measures to understand ontologies semantics. A weights vector

must, therefore, be assigned to these similarity measures, if a more accurate and mean-

ingful alignment result is favored. Combining multiple measures into a single similarity

metric has been solved using weights determined by intelligent strategies [3].

The major drawback of our two previous versions XMapGen and XMapSig [2],

despite the fact that they achieved fair results and the aim of their development is to

deliver a stable version, the time performance was very low time, especially for the

Large Biomedical Ontologies tracks, inability to recognize multiple labels to a single

entity as synonyms and inability to recognize labels translated in different languages

(e.g Chinese, Czech, Dutch, French, German). After carefully studying this issue, we

realize that our algorithm needs more assessment in its performance. This inspires us to

consider new strategies in the new version of XMap++ 2014, such as : 1) Using cosine

similarity as a string similarity methods to compare the concepts textual descriptions

associated with the nodes (labels, names, identity, etc) of each ontology; 2) Involving

particular parallel matching on multiple cores or machines for dealing with the scala-

bility issue on ontology matching; 3) Translating labels with different languages using

Bing Translator (not use any services which require payment); 4) Interfacing with the

Wordnet electronic dictionary using Java Wordnet Interface (JWI) as a Java library.

Meanwhile, XMap++ loads WordNet dictionary fully into memory to gain time when

it aligns large-scale ontologies. Consequently, the new version XMap++ 2014 has im-

proved both the matching quality and time performance in large scale ontology match-

ing tasks.

1.1 Specific techniques used

The workflow and the main components of the system can be seen in the Fig. 1. The

XMap++ consists of the following components:
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Fig. 1. Sketch of Architecture for XMAP++.

1. Matching inputs are two ontologies, source O and target O
′

parsed by an Ontology

Parser component;

2. The String Matcher based on linguistic matching compares the textual descriptions

of the concepts associated with the nodes (labels, names) of each ontology;

3. The Linguistic matcher jointly aims at identifying words in the input strings, re-

laying on WordNet [7]. These matching techniques may provide incorrect match

candidates, structural matching is used to correcting such match candidates based

on their structural context. In order to deal with lexical ambiguity, we introduce the

notion of the scope belonging to a concept which represents the context where it is

placed [1]. The value of linguistic methods is added to the linguistic matcher or the

structure matcher in order to enhance the semantic ambiguity during the compari-

son process of entity names;

4. The structural matcher aligns nodes based on their adjacency relationships. The

relationships (e.g., subClassOf and is-a) that are frequently used in the ontology

serve, at one hand, as the foundation of the structural matching;

5. The three matchers perform similarity computation in which each entity of the

source ontology is compared with all the entities of the target ontology, thus pro-

ducing three similarity matrices, which contain a value for each pair of entities.

After that, an aggregation operator is used to combine multiple similarity matrices

computed by different matchers to a single aggregated similarity matrix. We refer

to [3] for more detail about the pruning and splitting techniques on data matrices

for two couple of entities;
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6. XMap++ uses three types of aggregation operator; these strategies are aggregation,

selection and combination [3];

7. Finally, these values are filtered using a selection according to a defined threshold

and the desired cardinality. In our algorithm, we adopt the 1-1 cardinality to find

the optimal solution in polynomial time.

2 Results

In this section, we present the evaluation results obtained by running XMap++ with

SEALS client with Benchmark, Anatomy, Conference, Multifarm, Library and Large

Biomedical Ontologies tracks. Adding to that, we present the results of the test Ontol-

ogy Alignment for Query Answering which not follow the classical ontology alignment

evaluation on the SEALS platform.

2.1 Benchmark

XMap++ performs very well in terms of Precision (1.0) while a low recall (0.4) in the

Benchmark track. Those low values are explained by the fact that ontological entities

with scrambled labels, lexical similarity becomes ineffective. Whereas for the others

two test suites our algorithm performed worse in term of F-Measure because our system

does not handle ontology instances. Table 1 summarises the average results obtained by

XMap++.

Table 1. Results for Benchmark track.

Test P R F

biblio 1.0 0.40 0.57

cose 1.0 0.17 0.28

dog 1.0 0.20 0.32

2.2 Anatomy

The Anatomy track consists of finding an alignment between the Adult Mouse Anatomy

(2744 classes) and a part of the NCI Thesaurus (3304 classes) describing the human

anatomy. XMap++ achieves a good F-Measure value of ≈89% in an adequate amount

of time (22 sec.) (see Table 2). In terms of F-Measure/runtime, XMap++ ranked 3rd

among the 10 tools participated in this track.

2.3 Conference

The Conference track uses a collection of 16 ontologies from the domain of academic

conferences. Most ontologies were equipped with OWL DL axioms of various kinds;

this opens a useful way to test our semantic matchers. The match quality was evaluated
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Table 2. Results for Anatomy track.

System Precision F-Measure Recall Time(s)

XMap++ 0.940 0.893 0.850 22

against the original (ra1) as well as entailed reference alignment (ra2). As the Table 3

shows, for both evaluations we achieved F-Measure values better than the two Baselines

results (edna, StringEquiv).

Table 3. Results for Conference track.

System RA1 Reference RA2 Reference

P R F P R F

XMap++ 0.87 0.49 0.63 0.82 0.44 0.57

2.4 Multifarm

This track is based on the translation of the OntoFarm collection of ontologies into 9

different languages. XMap ++’s results are showed in the Table 4.

Table 4. Results for Multifarm track.

System Different ontologies Same ontologies

P F R P F R

XMap++ 0.31 0.35 0.43 0.76 0.50 0.40

2.5 Library

The library track involves the matching of the STW thesaurus (6,575 classes) and the

Soz thesaurus (8,376 classes). Both of these thesauri provide vocabulary for economic

and social sciences. The results are depicted in table 5; our tools achieved a good recall

of ≈88%, and the precision was low (50%). XMap++ requires ≈ 3 hr and 30 min, it is

mainly due to the long times required for looking up concepts in Bing Translator when

it attempts to translate all the German labels to English labels.

Table 5. Results for Library track.

System Precision Recall F-Measure Time(s)

XMap++ 0.508 0.885 0.646 12652
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2.6 Large biomedical ontologies

This track consists of finding alignments between the Foundational Model of Anatomy

(FMA), SNOMED CT, and the National Cancer Institute Thesaurus (NCI). There are

6 sub-tasks corresponding to different sizes of input ontologies (small fragment and

whole ontology for FMA and NCI and small and large fragments for SNOMED CT).

The results obtained by XMap++ are depicted on Table 6. In general we can conclude

Table 6. Results for the Large BioMed track.

Test set Precision Recall F-Measure Time(s)

Small FMA-NCI 0.932 0.848 0.888 17

Whole FMA-NCI 0.835 0.745 0.787 144

Small FMA-SNOMED 0.858 0.737 0.793 35

Whole FMA- Large SNOMED 0.558 0.633 0.593 390

Small SNOMED-NCI 0.849 0.665 0.746 182

Whole NCI- Large SNOMED 0.843 0.584 0.690 490

that Xmap++ achieved a good precision and fair recall value. The fair recall value can

be explained by the fact that WordNet does not contain definitions of highly technical

medical terms, resulting in the system being unable to match entities that are not lo-

cated in the WordNet database. Using a different linguistic ontology should alleviate

this problem, or ideally the system should automatically select the most appropriate

linguistic ontology for this task.

2.7 Ontology Alignment for Query Answering

The objective of this test is to verify the ability of the generated alignments to answer a

set of queries in an ontology-based data access scenario where several ontologies exist.

The table 7 shows the F-measure results for the whole set of queries. XMap++ was

one of the four matchers whose alignments allowed to answer all the queries of the

evaluation.

Table 7. Results for Ontology Alignment for Query Answering.

System RA1 Reference RAR1 Reference

P R F P R F

XMap++ 0.556 0.487 0.505 0.554 0.487 0.505
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3 General comments

3.1 Comments on the results

This is the second time that we participate in the OAEI campaign. While we participated

with two configurations of our system to the 2013 edition of the campaign, respectively

with XMapGen and XMapSig, this year a unique version has been submitted. Several

changes have been introduced. The official results of OAEI 2014 show that XMap++

is competitive with other well-known ontology matching systems in all OAEI tracks,

especially in Library track it got the highest recall of all attended systems. The current

version of XMap++ has shown a significant improvement both in terms of matching

quality and runtime. Additionally, to tackle the large ontology matching problem we

improved the runtime of the algorithm using a divide-and-conquer approach that can

partition the execution of the matchers into small threads was improved and joins their

results after each similarity calculation.

3.2 Discussions on the way to improve the proposed system

Some probable approaches to improving our tools are listed as follows:

1. Take comments and Instance information of ontology into account, especially when

the name of a concept is meaningless;

2. Using the UMLS Meta-thesaurus to have high recall when aligning ontologies from

the biomedical science domain;

3. Pre-compiling a local dictionary in order to avoid multiple accesses to the Microsoft

Translator within the matching process.

3.3 Comments on the OAEI 2013 procedure

As a second participation, we found the OAEI procedure very convenient and the orga-

nizers very supportive. The use of Seals allows objective assessments. The OAEI test

cases are various, and this leads to comparison on different levels of difficulty, which is

very interesting. We found that SEALS platform is a very valuable tool to compare the

performance of our system with the others.

4 Conclusion

We have briefly described our fully automate ontology matching system XMap++ and

presented the results achieved during the 2014 edition of the OAEI campaign. The ob-

tained results showed that XMap++ is able to efficiently and effectively match ontolo-

gies of different size. In future we want to participate in more tracks. Our ontology

matching system presents some limitations. We intend to use the UMLS resource for

better discarding incorrect mappings for life sciences related ontologies.
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Abstract: We evaluate the precision and recall of the different normalization mod-

ules of AnAGram: a modular string-based vocabulary alignment tool we built for 

biomedical vocabularies. The main feature of AnAGram is a targeted transformation

using a dictionary of adjective/noun correspondences, which gives interesting results.

We find that the classic Porter stemming algorithm needs adaption to the biomedical 

domain in order to produce quality results.

1. Introduction: AnAGram and Related Work

This paper stems from a product interoperability effort in the biomedical domain 

through taxonomy alignment. Though requiring a generic tool, each individual align-

ment requires specific conditions to be optimal, due to lexical idiosyncrasies. AnA-

Gram is constructed as a modular, step-wise, string-based alignment tool (as string-

based tools perform well on the anatomical datasets of the OAEI campaign
1
).

AnAGram is built for a local system
2
, using hash-table lookup for performance.

Matching is modular: a user selects one or multiple modules for processing the source

taxonomy. The alignment stops at the first match in the target taxonomy. The modules 

are ordered to produce results of increasing distance from the original string (similar 

to a confidence value) and include: exact match; stop word removal (using an inde-

pendent fine-tuned list); re-ordering (sorting tokens alphabetically for multi-word 

terms match); stemming (with Porter stemmer
3
); normalization (of non-alpha-numeric 

characters); substitution (replacing adjective/noun from our substitution dictionary).

The modules correspond to the list by Cheatham and Hitzler
4

of syntactic linguistic 

processes used by at least one alignment tool in the Ontology Alignment Evaluation 

Initiative (OAEI)
5
. Chua and Kim’s

6
approach is closest to AnAGram, using Word-

Net
7

for building adjective/noun pairs to improve their matches, where ours is built on 

the biomedical reference Dorland’s (creating a larger substitution dictionary).

1 http://oaei.ontologymatching.org/2013/anatomy/index.html
2 Dell™ Precision™ T7500, 2x Intel® Xeon® CPU E5620 2.4 GHz processors, 64 GB RAM. 

Software: Windows 7 Professional 64 bit, Service Pack 1; Perl v5.16.3
3 http://tartarus.org/martin/PorterStemmer/
4 http://disi.unitn.it/~p2p/RelatedWork/Matching/strings-iswc13.pdf
5 http://oaei.ontologymatching.org/2014/
6 http://www.ncbi.nlm.nih.gov/pubmed/22155335
7 http://wordnet.princeton.edu/

170



0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Correct Related Incorrect

2. Evaluations and conclusion

As a test case, we align EMMeT
8

to Dorland’s (32
nd

edition). We evaluate a random 

sample of non-exact alignments (100), comparing them with a baseline Jaro-Winkler

(JW) matching approach. AnAGram gives more correct results and JW finds more

related matches (Table 1- top two lines, and Figure 1).

Preferred labels C R I

Jaro-Winkler 16 40 44

AnAGram non-exact 77 14 9

Normalised 25 0 0

No stop words 16 3 6

Word order 25 0 0

Substituted 16 9 0

Stemmed 11 11 3

Subst. & stem 13 7 5

Table 1 – Results for AnAGram’s modules.

          (C: correct; R: related; I: incorrect)

Figure 1 - Quality of matches returned by

           AnAGram’s modules.

The  performance of each normalization is evaluated using 25 random results for 

each of AnAGram’s modules separately
9

(Table 1- bottom, Figure 1). Normalization 

does very well (100% correct results). Removal of stop words causes some errors and 

related matches (stop words can be meaningful like A for hepatitis A). Word order 

rearranging ranks second: it does not often change the meaning of the term. Substitu-

tion performs reasonably well: most of the non-correct results are related matches. 

Stemming gives the poorest results, with false positives due to nouns/verbs stemmed 

to the same root, such as cilitated/ciliate. The substituted-and-stemmed matches have 

a result similar to the stemmed results. Still, even the worst results from any AnA-

Gram module are better than the overall results of the non-exact matches from the JW 

algorithm. One reason for this can be that JW does not stop the alignment at the best 

match, but delivers everything that satisfies the threshold.

Not all modules account for an equal portion of the non-exact results. The nor-

malization module delivers around 70% of matches, stemming accounts for 15 to 20% 

and the other modules account for 2% to 4% of the matches each.

AnAGram’s results are good compared to the performance of string-based meth-

ods in the OAEI large biomedical vocabularies alignment
10

. We will work on the 

Stemming algorithm, on improving our stop words list and substitution dictionary, 

and on adding an optimized version of the JW algorithm, thus benefitting from addi-

tional related matches where no previous match was found.

8 Version 3.2, from December 2013
9

Some modules use previous transformation results.
10 http://oaei.ontologymatching.org/2013/largebio/index.html
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Abstract. Existing ontology matching techniques are limited to match-

ing two ontologies, but we argue that producing ‘compound’ alignments,

involving more than two ontologies, would be useful to support a next

generation of semantic technologies. To foster the development of new

techniques in this area, we have investigated the suitability of exploring

OBO cross-products to derive ternary compound alignments that can

be used as a benchmark. We were able to establish seven such refer-

ence alignments with over 100 mappings each, between ten biomedical

ontologies. Preliminary experiments revealed that the increase in match-

ing space and the inherently more difficult-to-compute ternary mapping

pose interesting difficulties to compound ontology matching.

Introduction. Both the ‘classical’ and ‘complex’ (e.g., [1–3]) ontology match-
ing approaches focus on discovering mappings between two ontologies. We argue
that it would be useful for the developers of ontology alignment systems to de-
velop new techniques and tools for identifying ’compound matches’, i.e. matches
between class or property expressions involving more than two ontologies. The
simplest of these mappings would correspond to an equivalence mapping between
a class A of one ontology and an expression relating classes B and C of two other
ontologies, constituting a ternary relationship. We investigate the suitability of
exploring OBO cross-products to create ternary compound alignments between
ontologies which can function as a gold-standard to support the evaluation of
novel matching methods for compound alignment.
Approach. We consider that a ternary compound alignment is a set of cor-
respondences (mappings) between classes from a source ontology Os and class
expressions obtained by combining two other classes each belonging to a different
target ontology Ot1 and Ot2. We define a ternary compound mapping as a tuple
< X,Y, Z,R,M >, where X, Y and Z are classes from three distinct ontologies,
R is a relation established between Y and Z to generate a class expression that
is mapped to X via a mapping relation M. Some of the logical definitions con-
tained in OBO cross-products correspond to this type of mapping, for instance,
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the class HP:0000337 labeled broad forehead is equivalent to an axiom obtained
by relating the classes PATO:0000600 (increased width) and FMA:63864 (fore-
head) via an intersection qualified by an inheres in relation. We analyzed the
resources available at obofoundry.org 1 and identified seven cross-products col-
lections each with at least 100 definitions corresponding to ternary compound
mappings:

Source Ontology Target Ontologies Size

MP PATO UBERON 1725

HP PATO FMA 1519

MP PATO CL 407

WBPhenotype PATO GO 369

MP PATO GO 354

FYPO PATO GO 285

MP PATO NBO 100

To create the alignments based on the cross-products collections we used EDOAL
[4], since it allows the construction of entities from other entities using algebraic
operators. To represent intersection of we employed a class expression with the
and operator.
Experiments. In ternary ontology matching, the search space is cubic, so
matching even relatively small ontologies can pose efficiency problems. In a pre-
liminary experiment, we adapted the anchor-based strategy of the Agreement-
MakerLight system[5] as well as its WordMatcher algorithm to use a modified
Jaccard index that penalizes words shared by both target classes. We tested it in
the MP-PATO-CL and MP-PATO-NBO alignments, obtaining recall values of
30 and 11% respectively, but precision values below 1%. These results highlight
some of the complexity behind compound alignments, even between ontologies
that strive to follow the same naming conventions. We posit that to solve these
issues, background knowledge or instances would be needed to be able to dis-
criminate between the candidate mappings.

Acknowledgements. This study was funded by the Portuguese FCT through the SOMER project

(PTDC/EIA-EIA/119119/2010) and the LASIGE Strategic Project (PEst-OE/EEI/UI0408/2014)

and by the National Science Foundation under award 1017225 “III:Small: TROn—Tractable Rea-

soning with Ontologies.”
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Abstract. In this paper, we present a multilingual matching approach aiming at

building matches between terms belonging to multilingual thesauri. The approach

is presented as a variant of the schema matching problem and present its evalua-

tion on domain-specific use cases by demonstrating the viability of the proposed

technique for facing the multilingual thesaurus matching approach.

1 Introduction

The alignment between linguistic artifacts like vocabularies, thesauri, etc., is a task that

has attracted considerable attention in recent years [1][2]. With very few exceptions,

however, research in this field has primarily focused on the development of monolin-

gual matching algorithms. As more and more artifacts, especially in the Linked Open

Data realm, become available in a multilingual fashion, novel matching algorithms are

required.

Indeed, in the case of a multilingual environment, there are some peculiarities that

can be exploited in order to relax the classic schema matching task:

– the use of multilinguality permits to reduce the problems raised when two different

concepts have the same label; indeed, the probability for two diverse concepts to

have the same label across several languages is very low;

– multilingual artifacts provide term translations that have already been adapted to

the represented domains; therefore, the human creators of a multilingual artifact

put a lot of their cultural heritage in choosing the right terms for the each concept.

In this paper, we present a work exploiting the two aspects described above in order

to build a multilingual term-based approach for defining mappings between multilingual

thesauri. Such an approach has been evaluated on domain-specific use cases belonging

to the agriculture and medical domains.

2 An Approach for the Matching of Multilingual Thesauri

The proposed approach is based on the exploitation of the labels associated with each

term defined in a thesaurus. Let us consider two thesauri: (i) a source thesaurus contain-

ing the elements that have to be mapped, and a target thesaurus used as reference for
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creating the mappings. The proposed approach has been built by taking inspiration from

information retrieval techniques and it exploits the creation of indexes for identifying

candidate mappings.

Therefore, the entire approach may be split in two different phases: (i) in the first

one, we created the index containing information about the target thesaurus represented

in a structured way; while, (ii) in the second phase, we build queries using informa-

tion contained in the source thesaurus for retrieving a rank representing the candidate

mappings that we may define between the two thesauri.

First of all, the two thesauri are considered with two different roles: a source the-

saurus that is used as starting point for the creation of the mapping, and a target the-

saurus that is considered as ending point of the mapping. It is split in two main phases:

in the first one, it operates on the target thesaurus, while in the second one, on the source

thesaurus. Firstly, we extract the whole set of labels from the target thesaurus and, after

a set of preprocessing activities, each term of the target thesaurus is transformed into a

structured representation containing all its multilingual labels and it is stored into an in-

dex. Then, in the second phase, from each entity of the source index the set of its labels

is extracted. A query containing such labels is composed and performed on the index

built during the first phase. A rank containing n suggestions ordered by their confidence

score is returned by the system and it is used as input for the creation of the mapping

that may be done manually from domain experts or automatically by the system.

3 Concluding Remarks

The approach has been evaluated on a set of six multilingual thesauri for which gold

standards containing the mappings were available. Such thesauri belong to two different

domains: three thesauri to the agricultural and environment domain, while the other

three to the medical one. The promising results shown in Table 1 demonstrated the

effectiveness of the proposed approach.

Mapping Set # of Mappings Prec@1 Prec@3 Prec@5 Recall

Eurovoc → Agrovoc 1297 0.861 0.946 0.978 0.785

Gemet → Agrovoc 1181 0.927 0.973 0.988 0.643

MDR → MeSH 6061 0.746 0.901 0.948 0.799

MDR → SNOMED 19971 0.589 0.793 0.882 0.539

MeSH → SNOMED 26634 0.674 0.853 0.920 0.612

Table 1: Results obtained on the multilingual ontologies used for the Context 1 evalua-

tion.
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Introduction We have proposed learning methods for building a large-scale and
high accuracy general ontology called Japanese Wikipedia Ontology (JWO) by
extracting the concepts and relationships between concepts from various semi-
structured resources in Japanese Wikipedia [3]. However, JWO has problems
because it lacks upper classes and appropriate definitions of properties. Thus,
the aim of our research was to complement the upper classes in JWO by align-
ing JWO and Japanese WordNet (JWN) 3 using ontology alignment(OA) tech-
niques. To achieve our aim, we developed tools that help users to refine class-
instance relationships, to identify the JWO classes that need to be aligned with
JWN synsets, and to align the JWO classes with the JWN synsets via user
interaction. We also integrated JWO and JWN by using a domain ontology de-
velopment environment, DODDLE-OWL [1]. Moreover, we propose a method
for building a class hierarchy with defined properties by elevating common prop-
erties defined in sibling classes to higher classes in JWO. This research is based
on our previous study [2]. The refined JWO and source code of the developed
tools can be downloaded via a GitHub repository 4.

Proposed Methods We propose two main types of method: aligning JWO
and JWN; and defining the domains of properties based on a consideration of
property inheritance. Note that we used the version of JWO from November
2010 and JWN ver. 1.1 in this study. The details of the proposed methods are
described in [2]. The procedures used for aligning JWO and JWN are described
as follows:

1. Extracting class-instance relationships from the listing pages of Japanese
Wikipedia

2. Refining class-instance relationships and identifying alignment target classes
3. Aligning JWO classes and JWN synsets
4. Integrating JWO and JWN using DODDLE-OWL
5. Removing redundant class-instance relationships

3 http://nlpwww.nict.go.jp/wn-ja/index.en.html
4 http://t-morita.github.io/JWO Refinement Tools/
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We used OA techniques to integrate JWO and JWN. OA is usually applied
to similar structured domain ontologies. However, the structure of JWO is quite
different from that of JWN. Therefore, it is difficult to apply OA techniques
using glosses, common instances or properties, and the class hierarchy structure
in the two ontologies. Thus, we used methods based on string matching similarity
(prefix, suffix, edit distance, and n-gram) as OA techniques to integrate JWO and
JWN. The methods we selected are very basic OA techniques and the accuracy
of the alignments may be low. Therefore, we developed a tool that supports
the alignment of classes in JWO and the synsets in JWN via user interaction.
The inputs for the tool are the alignment target classes in JWO. A user can
dynamically align the classes in JWO and the synsets in JWN. The user aligned
736 alignment target classes in JWO and sysnsets in JWN using the tool in
about 6 hours.

As a result, the number of classes from JWO is 2,787, the number of classes
from JWN is 675, the number of instances is 344,934, and the number of class-
instance relationships is 444,597.

The procedure of defining domains of properties based on a consideration of
property inheritance by refining the definition of the domains of properties in
JWO is as follows:

1. Extracting the domains of properties from instance triples and the types of
subject resources for the instance triples (If there is an instance triple s-p-o
and the type of s is T, the domain of property p is T. )

2. Elevating common properties that are defined in the sibling classes to higher
classes in JWO

3. Removing the properties defined in a class that are also defined in super-
classes of the class (The properites can be derived using a reasoner, so we
regard them as redundant properties and remove them.)

As a result, we extracted 4,357 properties. After elevating the properties and
removing the redundant properties that are defined expressly, we reduced the
number of domains of properties from 143,500 to 18,678.
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Generic Framework. Ontology matching is the process that takes two or
more ontologies to identify semantically corresponding entities across them. As
the numbers of developed ontologies as well as the number of entities in each
ontology are increasing, traditional approaches to ontology matching fail or are
not able to scale. Therefore, there is a growing need for new matching algo-
rithms. A common approach to deal with the large-scale matching problem is
the partitioning-based technique [5]. To make these techniques comparable, we
propose a generic framework containing the following phases (shown in Fig. 1):

Fig. 1: Partitioning-based matching steps.

- Prematch. This phase aims to
prepare input ontologies for match-
ing. It starts by parsing and represent-
ing input ontologies as graphs, called
ontology graphs. The input ontology
graphs are then partitioned into a set
of sub-ontologies such that entities be-
longing to one partition are similar
(have some common features) while
entities from different partitions are
dissimilar. The partitioning process
may extend from using simple ad hoc rules [2] to clustering algorithms [1,4]. The
task now is to determine which partitions of the two sets are sufficiently similar
and thus worth to be matched in more detail. The goal is to reduce the matching
overhead by avoiding to find correspondences between unrelated partitions.

- Match. Once settling on similar partitions (clusters) of the two ontologies,
the next step is to fully match similar clusters to obtain the correspondences
between their elements. Each pair of similar partitions represents an individual
match task that is independently solved.

- Postmatch. Local match results should be merged (combined) to generate
the final match result. The Postmatch phase is also concerned with matching

cardinality and mapping representation.

Matching Systems: A Comparison. We aim to present partitioning-based
approaches fitting to the algorithmic steps identified above indicating which
part of the solution is covered by which prototypes, thereby supporting a com-
parison of these approaches. We notice that all these approaches use the graph
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data structure as the internal data representation. However, they utilize dif-
ferent algorithms to partition the ontology graph. Falcon-AO [4] and the ex-
tension of COMA++ [1] employ an agglomerative clustering algorithm, which
independently partitions input ontologies. To dependently partition ontologies,
TaxoMap [3] uses a co-clustering technique. It is worth noting that some match-
ing approaches first partition the ontology graphs and then determine simi-
lar partitions such as COMA++ [1,2] and Falcon-AO [4], while others deter-
mine similar partitions during the partitioning process such as TaxoMap [3].
We also observe that to determine similar partitions the matching approaches
use different methods extending from exploiting only the partitions’ roots, e.g.
COMA++ [2], to exploiting the whole partition information, e.g. Falcon-AO [4].
Some other approaches compromise between the two extremes, e.g. the extension
of COMA++ [1] exploits entity names to find similar partitions.

From the matching phase point of view, each matching system uses its own
matching strategy which exploits linguistic and structural features of ontolo-
gies. Some of these systems make use of existing matching strategies, such as
TaxoMap (using the Falcon-AO match strategy) and the Unbalanced OM ap-
proach utilizing the similarity flooding algorithm. More specifically, this means
that these matching systems do not implement matching strategies specific to
this kind of matching, however, they utilize off-the-shelf matching strategies.

It is also worth noting that some matching approaches interlink between the
last two phases, i.e. they do not focus on getting local match results for each
matching task, but directly construct the final match result. Other matching
approaches, like COMA++, first consider each match task as a completely in-
dependent match task getting its own local results and then merge or combine
these local results to get the final match result.

Future Directions. In this paper we introduced a first conceptual comparison
of partitioning-based matching approaches. This will be followed up by an ex-
perimental evaluation to determine which combination of approaches works best
in which circumstances and to identify necessary areas of improvement.
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Abstract. User participation is a promising approach for Ontology Matching; however, 

determining the most representative pairs of entities is still a challenge. This paper delineates an 

Ontology Matching approach for user participation employing a clustering algorithm.

Keywords. ontology matching, machine learning, clustering

1 Introduction

Ontology matching focuses on identifying correspondences between entities of two or more

ontologies and establishing an alignment as a solution to the heterogeneity problem. Some works in

ontology matching apply user participation approaches [2][5], such as selecting and combining 

similarity measures, tuning parameter values or giving feedback for suggested correspondences.

User feedback is considered a promising approach since it requires domain knowledge as opposed

to technical knowledge. Due to the difficulty of finding available users, however, it is necessary to 

minimize user effort by selecting the most representative correspondences. This work delineates an 

approach to address this issue, in which we apply a clustering algorithm to identify the most 

representative pairs of entities.

2 A Clustering-based Approach for User Participation

Our proposed approach is composed by 4 steps, which are detailed below. 

Select Candidate Correspondences. In this step, a committee is formed to select a subset of 

candidate correspondences for the user feedback. Given two ontologies O and O´, each committee

member mi is represented by a matrix Mi. Each cell Mi[x,y] is the similarity value (calculated ac-

cording to a unique or a combination of similarity measures) for the pair (x,y), where x is an entity

of O and y is an entity of O´. Since Mi are typically sparse matrices (given that most of the pairs do

not match), this step analyzes all matrices and selects pairs with the highest potential for actually 

being correspondent. A pair (x,y) is selected as a candidate correspondence iff, for every matrix Mi, 

y is the entity that is most similar to x, and vice-versa.

Select Correspondences for User Feedback. In this step, we apply the algorithm farthest-first [1]

as a naïve, yet effective and efficient clustering algorithm for selecting correspondences for user 

feedback among the candidate correspondences. Each instance to be clustered represents a candidate 
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correspondence (x, y). The attributes of an instance (x, y) are the similarity values Mi[x][y] of each 

matrix. The cluster centroids are selected for user feedback and then stored in a repository.

Collect and Propagate User Feedback. The user gives his feedback on the selected pairs (either 

confirming or rejecting as a real correspondence). The feedbacks are updated in the repository.

Learn the Ontology Alignment and Propagate User Feedback. In this step, a classification algo-

rithm is executed considering the repository of classified correspondences. The Naive Bayes

classification algorithm achieved the best results. The bayes rule determines the probability 

distribution of class C for a pair of entities, considering its attributes (similarity measures). The 

resulting model is used to classify candidate correspondences, returning the label c that maximizes 

the posterior probability to propagating the effect of user feedback for the remaining candidate

correspondences, and storing them in the repository.

We executed an initial experiment of the approach on top of the OAEI conference dataset.

Reference alignments were used to validate the results and simulate user feedbacks. We considered

only equivalence correspondences between classes. The committee included Cosine [4] and

WuPalmer [3] similarity measures. We evaluated two values (3 and 6) for the number of clusters, or 

user feedbacks. In the first run the approach achieved an average precision of 0.68 and an average 

recall of 0.55. In the second run the approach achieved an average precision of 0.83 and an average 

recall of 0.58. These results show an increase in the precision of 15% when the number of feedbacks 

increases. F-measure also increased from 0.58 from 0.67. However, the metrics remained the same 

(or even decreased) for certain pairs of ontologies, indicating there is a need to further investigate 

the optimal number of clusters for each case.

3 Conclusion

We introduce an approach for ontology matching with user participation that selects candidate

correspondences based on a committee of similarity measures. Promising results were obtained on 

top of the OAEI conference dataset. Future work will perform further experiments, consider other

similarity measures and clustering algorithms (including hierarchical approaches).
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1 Introduction

Ontology matching is not an end in itself but a prerequisite for applications
like query answering over different data sources. In software repository analysis,
for example, queries reflect process metrics that researchers want to investi-
gate. Hence, being able to answer such queries on multiple data sets without
having to perform data transformations or manual query rewriting is a desir-
able objective. Unfortunately, the terminological differences and often complex
correspondences between different software repository representations impede a
completely automatic matching and necessitate user input to create more com-
prehensive alignments [4].

Our work is concerned with the question of when and how users should in-
troduce their expertise into the matching process. Similar to other approaches,
such as the keyword-based information retrieval tasks, which Ellis et al. [1] use to
extract user knowledge about ontology alignments, we integrate the input pro-
cess into the desired application – query translation between different software
repositories. From the way this task is carried out, both simple and complex
correspondences are inferred. In future translation tasks, these correspondences
are reused to incrementally reduce the number of required user interactions. As
users only translates their queries of interest, the overall effort for alignment
creation is collectivized. In this poster, we present the general architecture of
our system and the rules used for complex alignment extraction.

2 Rule-Based Inference of Ontology Alignments

Our approach assumes a setup were a source and a target repository are de-
scribed by ontologies OR1 and OR2 containing the respective TBoxes TR1 and
TR2, respectively. A query translation thus aims to recreate a query, which was
originally issued on OR1, by using concepts from TR2. A graph based abstraction
is used to express the queries in a query language independent manner [2]. After
a preprocessing step performed an automatic ontology matching, users can trans-
form the remaining unmatched elements of those query graphs using the editor
shown in Figure 1. To this end, they select the input element(s) and provide an
according output graph. In simple cases, the output graph is structurally similar
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to the input graph, and only node and edge labels change. Inference of element
correspondences is straightforward and comprises concept equivalence and sub-
sumption. If relabelling does not suffice and the graph structure changes, complex
correspondences are inferred. Our system employs a rule set to determine which
types of correspondences users provide through their input/output graph trans-
formations. The rules are based on the patterns identified by Ritze et al. [3]. For
any subsequent query translations, existing transformations are automatically
applied by the system, hence, users only have to provide correspondences for
missing elements and the required manual effort gradually decreases.

Figure 1. Query graph editor for translating input graph elements (marked red) to an

output graph on the right hand side.
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Access to Earth Observation (EO) products remains difficult for end-users.
To address this, we developed the Prod-Trees platform1[2], a semantically en-
abled search engine for EO products. Users guide their search through a number
of ontologies related to EO domain. To facilitate users in finding terms that fit
better to their needs, we created mappings between these ontologies. In this pa-
per, we present Pythia, an ontology matching system that utilizes and combines
various matching techniques [1,3,4] to create mappings between two ontologies.

Pythia is a combination of a string-based technique utilizing Apache Lucene’s
features, a language-based technique based on WordNet, and a graph-based
technique that uses the structure of the ontology and the mappings produced
by the two previous techniques. The system supports SKOS ontologies. There-
fore, the mappings are also expressed in SKOS using the defined properties for
matching concepts: skos:exactMatch, skos:relatedMatch, skos:broadMatch, and
skos:narrowMatch. Based on these, we create four different types of mappings.

A terminological matcher is responsible for implementing the string- and
language-based techniques, both applied on the concepts labels (skos:prefLabel,
skos:altLabel and skos:hiddenLabel). The mappings created by this component
can either be skos:exactMatch or skos:relatedMatch.

The string-based technique uses Lucene for indexing and searching. With
Lucene, one can create documents and add fields of a specific type to these docu-
ments. When searching the documents, the user can specify which field he wants
to search. Taking advantage of Lucene capabilities, the terminological matcher
indexes the target ontology. A new document is created for each concept and each
available property of the concept is added as a new field. String normalization
functions are applied to the field and unnecessary stop words are removed.

When searching for concepts similar to concept A (from the source on-
tology), the prefLabel, altLabel, and hiddenLabel fields of the indexed ontol-
ogy are searched using the prefLabel of concept A. The search results fetched
back, are ranked according to the string similarity of the compared strings (e.g.,
skos:prefLabel of A and the prefLabel field of a document). This is feasible due
to the string similarity functions implemented in Lucene. Also, since each field is
indexed, only the index of the specified field is searched, and not all the concepts.

Lucene returns multiple related results. If the two strings are the same, a
skos:exactMatch is created between A and the corresponding concept from the

⋆
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A video demonstrating the functionalities of the Prod-Trees platform is available at

http://bit.ly/ProdTreesPlatform.
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target ontology. Otherwise, and only if one string is a substring of the other (e.g.,
“Elevation” and “Digital Elevation Model”), a skos:relatedMatch is created.

The language-based technique uses WordNet, a lexical database for En-
glish. The technique is optional and can be bypassed, as it adds noise to the
results. Putting WordNet to use, a new field, called relLabel, is created in the
Lucene document of each concept. relLabel enhances each concept’s labels, by
adding synonyms and other related words found in WordNet. During the search,
the relLabel fields of the documents are searched, and if a similarity is discovered,
a skos:relatedMatch relation is created between the corresponding concepts.

In case there are concepts from the source ontology with no skos:exactMatch

mappings, a structural matcher is invoked. This component implements a
graph-based technique creating either skos:narrowMatch or skos:broadMatch map-
pings. Taking as input a concept A from the source ontology, the matcher
finds all the broaders and narrowers of A. Afterwards, it checks whether a
skos:exactMatch was created by the terminological matcher for one of these
concepts. If it did, then a new mapping can be derived. For example, if a
skos:exactMatch exists between concept B (which is a broader of A) and con-
cept B’(from the target ontology), then it can be derived that B’ will be a
skos:broadMatch of A. Similarly, we can create a skos:narrowMatch.

The matcher also checks whether the concepts B and N hold skos:narrowMatch

or skos:broadMatch relations with concepts from the target ontology. If a
skos:broadMatch exists between B and a concept B”, then it is safe to con-
clude that B” will also be a skos:broadMatch of A. This means that when a
skos:broadMatch exists between a concept B from the source ontology and a
concept B” from the target ontology, then this relation can be propagated to
concept’s B narrowers. Similarly, a skos:narrowMatch between a concept N and
a concept N”, can be propagated to concept’s N broaders. In any other case,
no mappings can be derived. When all the concepts are examined, if new map-
pings were created by the structural matcher, the described process is repeated.
Otherwise, Pythia proceeds with the exportation of the mappings to RDF.

Despite the simplicity of the techniques, the results are quite satisfying. Es-
pecially, the performance of the language-based technique, which allows tuning
WordNet. By stating the types of relations WordNet discovers for a given word,
it gives control over the percentage of valid mappings. A higher degree of trust
for the final results can be gained with extensions such as a user-evalutation
process and the use of domain-specific vocabularies coupled with Wordnet.
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