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Abstract

Schema-matching is an important step in database integration. It identifies elements
in two or more databases that have the same meaning. A multitude of schema
matching methods have been proposed, but little is known about how humans as-
sign meaning to database elements or assess the similarity of meaning of database
elements. This paper presents an initial experimental study based on five theories
of meaning that compares the effects of seven factors on the perceived similarity
of database elements. Implications for schema matching research are discussed and
guidance for future research is offered.
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1 Introduction

Database integration is an increasingly important activity to ensure the con-
tinuing performance and competitive advantage of businesses. Information
system development often requires integrating existing legacy systems and
their databases. Business intelligence through data warehousing requires the
integration of data from multiple transaction processing systems for decision
support. Electronic business between organizations requires the integration of
trade partners’ business data for efficient inter-organizational business pro-
cesses.

Database integration is a process with multiple steps, leading from the identi-
fication of the databases to the testing of the integrated system. The central
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step of the database integration process is the identification of those elements
in the schemata of the database that match each other. This step is termed
schema matching.

Many different automatic or semi-automatic methods for matching database
schema elements have been proposed [1,2]. These are useful in the absence
of the original database designers, the lack of detailed documentation, or the
presence of very large databases. In these cases, all the information available
is that in the database itself, primarily its schema and instances. The fact that
all method performance evaluations show often significantly less than 100%
success at matching [3-12], combined with the ongoing research effort in the
field, shows that the problem is not yet completely solved.

Consider a situation that requires the integration of production management
data with marketing data for a decision support system. The marketing data-
base contains information about parts and articles, while the production data-
base contains information about products and components (Fig. 1). How does
a database integrator decide which of these elements match each other? The
main thesis of this paper is that the database integrator matches elements if
they have the same meaning. In the example in Fig. 1, the schema elements
"Product’ and ’Article’ are matched if the database integrator decides they
have the same meaning. Similarly, the elements "ProductID’ and "SerialNum’
are matched if they have the same meaning to the database integrator [13].

In the example in Fig. 1, how does the database integrator decide whether
"Product’ and ’Article’ have the same meaning? What criteria does she apply?
Is it because products and articles refer to the same things (e.g. things on the
factory floor)? Is it because products and components are in the same kind
of relationship as articles and parts? Or is it perhaps because products and
articles are described by similar features, i.e. the primary keys are both of
type character? Or perhaps it is because the data in the corresponding tables
"Product’ and "Article’ is used in similar ways or stems from similar sources?
A theory of meaning specifies how meaning is assigned to database elements

Article has Parts

SerialNum : Char(10) not null primary key 1 n | Desc : Char not null

Marketing Database Schema

Product

ProductID : Char(20) unique contains Components
Length : integer
Width : integer

Weight : integer

1 n Name : Text unique

Production Database Schema

Fig. 1. Example: Matching a marketing to a production management database



and consequently how their similarity of meaning is established.

The performance of a schema matching method is determined by comparing
the matches it makes to a set of assumed correct reference matches. Perfor-
mance is assessed in terms of precision (the proportion of matches found by
the method that are in the set of reference matches) and recall (the propor-
tion of reference matches found by the method). These reference matches are
in turn based on a human assessment of the databases. Hence, a method is
successful when it satisfies two criteria:

(1) The method does the right thing: It embodies the same theory of meaning
as that applied by the method users or evaluators in establishing reference
correct matches [13].

(2) The method does the thing right: It correctly implements the theory of
meaning held by its users or evaluators.

Hence, to improve the performance of schema matching methods, knowledge of
human theories of meaning is required in order to correctly attribute method
performance either to the first or second aspect and to consequently focus
development efforts in the right direction.

To date, existing research has focussed primarily on the second aspect and
there is a lack of empirical knowledge of the theories of meaning held by
database integrators. Despite the multitude of proposed schema matching
methods, no systematic, theory-based, empirical inquiry into the nature of
the theories of meaning that database integrators hold has been presented.
This paper therefore examines the following research question:

What are the theories of meaning that are held by database integrators and
to what extent are they applied to schema matching problems?

An answer to this question can help method developers improve their match-
ing methods by adapting them to human theories of meaning for database
matching. This paper presents an experimental study that investigates what
theories of meaning are held by database integrators and to what extent they
contribute to schema matching.

The remainder of the paper is structured as follows. Section 2 provides a brief
introduction to current research in schema matching. Section 3 develops the
theoretical basis for this research. Section 4 describes the research design and
the development of the experimental stimuli and measurement instruments.
Section 5 presents the data collection and sample characteristics, followed by
data analysis in Section 6. Sections 7 and 8 discuss implications of the results
and limitations of the study, and Section 9 concludes the paper with an outlook
to future research.



2 Schema Matching

2.1 Schema Matching Methods

Schema matching methods are primarily categorized by their use of schema-
level or instance-level information, although many methods use both types of
information [1,2].

Schema-Level Techniques Schema-level matching methods may use con-

straints information, such as data type constraints, optionality constraints, or
uniqueness constraints of attributes [3,14-20]. The use of constraint informa-
tion assumes that this information is meaningful for judging the similarity of
database elements. For example, does the fact that attribute A of table X is
of type "character” make it similar to attribute B of table Y, which is of type
"text”?

In addition, or as an alternative to, constraint information, linguistic in-
formation may be used for matching on the schema level. Linguistic infor-
mation may be used by measuring character string similarity [14,15,3,5,18]
or by using externally supplied dictionaries, thesauri or lexical databases
21,22,4,16,23,11,24,25,19] such as WordNet [26] or CyC [27]. Such linguistic
databases provide lists of homonyms, synonyms, and other standard semantic
relationships between words.

Linguistics-based techniques are limited to problems where linguistic informa-
tion is available. For example, a database schema with tables and attributes
that possess abbreviated names or acronyms like "TAB-BKHY” and ” ATTR-
BGHQO?” offers little linguistic information. Moreover, the semantics that are
relevant to the particular matching task are not necessarily those encoded in
the externally provided lexicon or thesaurus. For example, a company (and
their database schema) may understand products as the outcome of a devel-
opment process that is sold to business customers and supported by service
teams, whereas merchandize are things that are sourced externally, sold to
consumers and supported by the supplier. While WordNet ! lists these terms
as synonyms, they are in fact used in very different ways.

Schema-level matching methods may also use structural information, i.e. the
relationships between database elements such as relationship-types between
entity-types or foreign-key dependencies between tables [4,5,14,15,23,24,28,19,18|.
The use of structural information for identifying matching database elements
may be limited to local structures, where relationships only between directly
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connected database elements are considered, or it may encompass global struc-
tures, where the overall structure of the database is considered [14].

Recent interest in ontologies and XML data has led to matching methods that
exploit special properties of hierarchical schema [15,23,11,28,29]. While this
helps in reducing the set of possible matches, it also restricts the applicability
of these approaches.

Instance-Level Techniques Information about schema instances can be
used in addition to or instead of schema information. For example, a schema-
level matcher may be used to match entity types and an instance-level matcher
may subsequently be used to match attribute [30,7,31-33].

To identify attributes with similar meaning, aggregate instance information
such as value distributions, term frequencies, averages, etc. is computed for
attributes or columns and then compared across attributes or columns to yield
a similarity measure. For example, when two table columns contain the same
distribution of values, then the columns are argued to be similar in mean-
ing. Machine learning techniques such as neural networks [33] and Bayesian
learners [6,7] among others [30,9] can establish characteristic features of an
attribute or column which can then be compared to others.

All the above types of information are used by one matching method or an-
other, often in different combinations. However, without knowledge of the
contribution of each type of information to human similarity judgements, the
developers of schema matching methods have little guidance on how to im-
prove their methods.

2.2  Method Evaluation

Evaluation of schema matching methods is done by comparing their results to
a set of reference matches [3-12]. However, none of the experimental studies
explicate the theories of meaning held by subjects or researchers that estab-
lish reference matches. The experimental evaluations involving human-based
reference matches also do not report the specific task context that subjects
were asked to assume when determining the matches, if any. Experimental
evaluations frequently suffer from lack of validity. When reference matches
are established by a single domain expert, as in [32,4], the method and its
performance may reflect the idiosyncrasies of the specific expert and may not
be generalizable. When the researchers themselves [34,7,29,35,6] establish the
reference matches, it is not surprising that the method achieves a high level of
performance, as the method developers have intricate knowledge of the theory



of meaning used to establish the reference matches. However, schema matching
researchers may not be representative of data integration professionals. Many
studies make no mention at all about how reference maches were established
[36,25,16,37,12,23,11]. Only a few studies report the use of multiple subjects
to establish reference matches and thereby establish some validity [24,5,10] .

Because of the validity issues surrounding the establishment of reference match-
es, method performance cannot be attributed with certainty to either of the
two aspects pointed out in Section 1. A method’s poor performance may be
caused either by implementing a different theory of meaning from that of the
human subjects establishing the reference matches, or by errors or omissions
in the implementation.

3 Theories of Meaning

The problems pointed out in Sections 1 and 2, not being able to assess whether
methods implement the right theory of meaning and not being able to offer
empirical guidance for their improvement, could be addressed if it was known
how humans attach meaning to database elements and how they judge the
similarity of meaning of database elements. Theories of meaning play an im-
portant role in addressing this question and have a long history in philosophy;,
psychology, and related disciplines. A multitude of different theories have been
discussed in these disciplines. This section can only broadly present the most
influential of these theories.

3.1 Feature Theory of Meaning (Constraints)

Frege [38] suggests that the meaning of a term or phrase is its ”sense”.
This "sense” is defined by Russell as a function of the meaning of the logi-
cal operators, predicates and referents making up that phrase [39,40]. Con-
sider a database with the following instance: (ProductID=123ABC (and)
Length=240mm (and) Width=120mm (and) Weight=>5kg). According to this
theory of meaning, the meaning of this database instance is a combination of
the meaning of the individual predicates (ProductID, Length, Width, Weight),
based on the logical operator connecting them (in this case the and operator,
and their referents (the real world instances denoted by '123ABC’, 240mm’,
"120mm’, '5kg’).

Schema-based matching methods that match entity-types based on their at-
tributes make implicit use of this theory of meaning. Here, the attributes are
features of the entity-types. Similarly, attribute matching based on syntacti-



cal constraints uses this theory. In this case, syntactical constraints, such as
datatypes, uniqueness, and others, are features of an attribute.While no pro-
posed method uses this theory of meaning by itself, aspects of it are found in
ARTEMIS [5], MUVIS [19] and the proposals in [17,18].

3.2 Denotational Theory (Instances and Aggregates)

The denotational theory of meaning, proposed in different forms [38,40-42],
holds that the meaning of a term or phrase is determined by its reference to
objects or states of the world. Elements of this theory are found in all instance-
based schema matching methods. The meaning of a term, e.g. the name of a
database table, is what it denotes. For example, the name of the database
table ”Product” denotes to all its instances. Consequently, the meaning of
two database tables is similar, if their sets of instances are similar [6]. For
reasons of efficiency, matching tools generally do not directly compute the
number of matching instances, but instead use aggregate information, such as
value distributions [7,12,32].

3.3 Early Pragmatist Theory (Effects)

Pragmatist theory [43,44] focuses on the capacity of statements to create ef-
fects in the world. Statements are meaningful when there is a correlation be-
tween what is said and what consequently happens. Early pragmatist theory
[43] is behaviorist in nature; it refers only to the observable effects of the use of
statements. In schema-matching, the early pragmatist theory can be exploited
by observing the effects of a statement. For example, adding an instance or
modifying instance data are akin to making statements. The effect, and there-
fore the meaning, of statements is the observed behaviour in the database,
the application logic, or the organizational real world, after that statement
is made. For example, we might observe that in one database, upon creation
of a new instance of ”"Product”, new instances of ”Components” are created.
If we observe, in a second database, that upon creation of a new instance
of "Merchandise”, new instances of ”Component” are created, according to
pragmatist theory, "Product” and ”Merchandise” have similar meaning.

3.4 Late Pragmatist Theory (Intent)

In contrast to the early behaviorist account of pragmatism, later pragmatist
theory [45-47] suggests that the meaning of a statement is not its actual effect
but its intended effect. To discover the intention of a statement in the database,



e.g. the insertion of an instance of "Product”, we must examine what the user
intended by making this statement. One way this can be done is by tracing
database operations to a particular software application or part of a workflow.
It is often easier to identify the user’s intent from the software module, rather
than the database. For example, assuming some known overlap among the
data stored in two databases, when a software module ” AddProducts” inserts
an instance X into table "Product” in one database and the same instance X
into table "Item” in the other database, this may increase our confidence that
"Product” and "Item” have the same, or at least similar, meaning. Of course,
this operationalization, as well as that for the Early Pragmatist Theory (Sec-
tion 3.3), requires multiple observations of non-trivial behaviour to increase
our confidence. In summary, this theory of meaning suggests that if operations
on database elements originate in the same application software modules, the
database elements have similar meaning.

3.5 Knowledge Based Theory (Structure)

The knowledge-based theory of meaning [48,49] suggests that words or state-
ments acquire meaning through an underlying theory, which defines their
meaning through relationships to other words or statements. For example,
the meaning of the term "water” is determined by chemists as the character-
istics that whatever is "water” must consist of hydrogen and oxygen, among
other criteria. Such a theory is a connected web or network of propositions
[50,51]. In the knowledge-based theory of meaning, as well as in the related
coherence theory [52-55], two words or phrases have similar meaning, if they
stand in similar relationships to other words or phrases. Schema matching
methods may exploit the knowledge-based theory of meaning by recognizing
that every schema can be seen as a theory or a network of related terms. This
requires matching attributes or entities in the context of the entire schema.
Elements that occupy similar positions in two schemata, can be assumed to
have similar meaning. This theory of meaning has been applied in the ONION
method [14].

4 Research Design

This study intends to determine whether, and to what extent, the different
theories of meaning described in Section 3 are employed by humans for the
task of schema matching. From the review of theories of meaning in Section 3,
we have identified the factors in Table 1. While similarity of name does not
feature in any theory of meaning, it might play an important role and was
included as an additional factor. We are interested in the relative contribution



‘ Factor ‘ Label Variable Name

Structural Similarity (from knowledge based theory) | STRUC X4
Syntactic Constraint Similarity (from feature based | CONST Xs
theory)

Instance Similarity (from denotational theory) INST X3
Similarity of Aggregated Instance Information (from | AGGR Xy
denotational theory)

Similarity of Effects (from pragmatic theory) EFF X5
Similarity of Intent (from pragmatic theory) INT X6
Similarity of Name NAME X7

Table 1

Experimental factors (independent variables)

of these factors to the perceived similarity of meaning of database elements.

We address the research question experimentally by having subjects view in-
formation about two fictitious databases and respond with their perception of
overall similarity of database elements. We vary the factors in Table 1 in these
descriptions and identify how these variations affect the perceived similarity.
We only briefly summarize the research design in this section, a more extensive
description is found in Appendix A. In this study, each of the seven factors in
Table 1 can take on two levels: High similarity and Low similarity. A fractional
design [56] is used to reduce the 128 (= 27) possible experimental conditions to
32, making this study feasible. However, even 32 conditions are too many for
one subject, so that we required 4 subjects, each with 8 conditions. To be able
to tell subject effects from the manipulation of the seven factors, we replicate
this design, thus requiring 8 subjects each working through 8 experimental
conditions each. This yields n = 32 observations for each factor level.

The remainder of this section presents the detailed methodology of this study.
Section 4.1 describes the development of the experimental stimuli, the de-
scriptions of two fictitions databases. To ensure that these are realistic, we
interviewed four industry experts. Section 4.2 describes development of ques-
tions to measure the perceived similarity of database elements. For this, too we
used our four industry experts. We then used a pilot test with undergraduate
students (Section 4.3) to make sure that our questionnaire was valid, and that
our variations of the factors in Table 1 were good. We then proceeded with the
data collection for the actual study, involving eight experienced professionals
(described in Section 5).



4.1 Ezxperimental Stimuli

For each experimental condition, stimuli are created by describing aspects
of two fictitious databases. The similarity of the different aspects are varied
according to the experimental design presented in Appendix A, Table A.1. The
variations between high and low similarity should be realistic, to improve the
plausibility and believability on the part of subjects [57,58]. At the same time,
the varations need to be sufficiently large to enable the subjects to properly
discriminate between them. An example of a complete stimulus is shown in
Appendix B.

Structural similarity (STRUC) is operationalized as differences in the database
schema, i.e. the connections of tables or entity-types to other tables or entity-
types. To avoid overly complex stimuli, only a limited number of connections
can be shown. The initial stimulus showed only two other tables or entity-
types. This was extended to five after discussions with experts, because the
difference between similar and non-similar structures was too small.

Constraint similarity (CONST) is operationalized as differences in the data
types, uniqueness constraints, and not-null constraints on table columns or
attributes. The number of attributes shown to subjects was limited to three
in all experimental conditions.

Instance similarity (INST) is operationalized as differences in content of a table
or entity-type. Six instances were presented for each database and specifically
characterized as examples. Care was taken that the instances conformed to the
constraints and datatypes. Realistically, the factors INST and CONST are not
completely independent as the data depends in part on the constraints and
data types, limiting the possible variations for this study.

Aggregate value similarity (AGGR) is operationalized as differences in aggre-
gate values. For each of the two database elements, we presented the number
of rows in each table, the means, and the standard deviations for each ta-
ble column or attribute. Realistically, the factors AGGR and INST are not
completely independent as aggregates depended on the instance values, again
limiting the possible variations for this study.

Similarity of effects (EFF) is operationalized by describing the frequency of
updates, and inserts, and by describing the effects of deletion and insertion
operations on related database elements.

Similarity of intent (INT) is operationalized as differences in the names of the
software modules that insert and update information in the two databases.

Following the recommendation in [59], the names of the fictitious database
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tables were arbitrary Greek and Hebrew letters, e.g. " Epsilon”, ” Aleph”. This
avoids subjects using any implicit meaning they might hold and ensures that
only the information that is presented can be used to judge the perceived
similarity. Attributes were named by combinations of three letters, again to
ensure that subjects cannot rely on their subjective interpretation of words.

To ensure their validity, the initial stimuli were first checked with a fac-
ulty member with industry experience in database integration. This led to
a number of improvements, such as the inclusion of five instead of two related
database elements, the inclusion of uniqueness constraints on attributes, and
elaboration of information on the background and purpose of the fictitious
exercise in the introductory briefing for subjects.

Next, four senior data integration professionals from two global IT consulting
firms, each with more than 5 years of experience, were interviewed about the
process of data integration, and the descriptions of the two fictitious databases
that were developed. The interviews confirmed that the all the information in
the descriptions was relevant and useful for schema matching and database
integration. All information provided in the stimuli had been used by these
professionals at some point or for some project. As a result of the interviews,
changes were made in the introductory briefing for subjects, the graphical
depiction of the schema, and minor presentation issues were addressed.

4.2 Measurement Instrument

Developing a questionnaire for the dependent variable, perceived similarity,
without over-emphasizing one aspect or another of this construct, proved chal-
lenging. The question set included the following questions [variable labels in
brackets|, measured on a 7-point Likert-type semantic differential scale an-
chored by "I agree” and "I disagree”:

(1) The entities X and Y in the two databases are the same.

(2) The entities X and Y in the two databases have the same meaning.

(3) The entities X and Y in the two databases refer to the same thing.

(4) If I were to integrate the two databases, I would integrate entities X and
Y.

(5) The entities X and Y in the two databases store information about the
same business objects.

(6) The entity X in the first database matches the entity Y in the second
database.

(7) The entity X in the first database corresponds to the entity Y in the
second database.
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The original question set also included variants of the above items using the
terms ”certain” and ”confident”, such as:

e How certain are you that the entities X and Y in the two databases are the
same (uncertain/absolutely certain)

e How confident are you that the entities X and Y in the two databases are
the same (not at all confident /very confident)

Based on interviews with the four data integration professionals from global
IS consulting companies, these variants were dropped from the question set
as they implied responsibility and accountability for integration decisions that
few professionals would be willing to commit to.

To ensure that all questions are related, a card-sorting exercise was conducted.
Four information systems faculty members as subjects were asked to categorize
the questions in any way they saw fit. No clear categorization structure was
discernible. While all four subjects sorted the questions into two or more
categories, there was no agreement on the number of the categories, the items
for the different categories, or the labels of the categories that were created.
We conclude that the scale consisting of the seven items does in fact measure
a single concept, as desired.

4.8  Pilot Test

With preliminary stimulus material from Section 4.1 and the seven questions
to measure overall perceived similarity from Section 4.2, a pilot test was con-
ducted with 61 undergraduate students after they had successfully completed
a database course. The correlation matrix showed that questions 2 through 7
are all pairwise correlated at p < .01. Question 1 is correlated only with item
6 and, not significantly, with question 7.

To determine whether all questions measure a single concept, overall perceived
similarity, an exploratory factor analysis using PCA and varimax rotation
showed only one component with an eigenvalue > 1 and a scree plot confirmed
this. A Maximum-Likelihood (ML) factor analysis also indicated that a single
factor solution fits the data well. A confirmatory factor analysis also showed a
good model fit with one factor (details in Appendix C, Table C.1). However,
the correlation of the first question with the remaining six was low, which
led to low factor loadings for the first question, indicating that this question
might not be highly related to perceived similarity. Re-analyzing the results
with questions two through seven showed a significant improvement.

The pilot test was also used for a manipulation check, to ensure that our
variations of the factors between high similarity and low similarity were in fact
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perceived as intended. Subjects were asked to rate the perceived similarity
of each of the seven factors in the different conditions on a 7-Point Likert-
scale. A MANOVA with these ratings as dependent variables and our intended
manipulation of the factors as independent variables yielded significant, but
confounded, influences:

e Manipulation of STRUC had an effect also on perceived similarity of name
(NAME).

e Manipulation of CONST had an effect on perceived similarity of constraints
(CONST), instances (INST), and aggregates (AGGR).

e Manipulation of INST did not have an effect on perceived similarity of
instances (INST).

e Manipulation of AGGR also had an effect on perceived similarity of name
(NAME).

e Manipulation of EFF had an effect on perceived similarity of effects (EFF)
and intent (INT).

e Manipulation of INT had no effect.

e Manipulation of NAME had an affect on perceived similarity of name (NAME)
and effect (EFF).

A discriminant analysis was conducted to examine whether the perceived ma-
nipulations were able to discriminate between the intended manipulations.
The results confirmed the MANOVA analysis. The resulting discriminant func-
tions can distinguish among the intended manipulations except for the factors
CONST and EFF.

Based on the pilot-test results, the stimuli were adjusted to strengthen their
visibility and to increase the differences between the similar and not-similar
conditions. Changes included increasing or decreasing the values given for
the AGGR operationalization to increase the differences between similar/non-
similar conditions, changing the values of the INST operationalization to more
clearly distinguish between the similar/non-similar conditions, separating at-
tribute descriptions from the schema diagram to a separate page in order to
separate CONST from STRUC manipulation, including additional fictitious
names of software modules for the INT and EFF manipulations, and separat-
ing the tables for INST and AGGR.

Subjects were also asked to report problems with the questionnaires and rec-
ommendations for improvement. Many subjects (13 of 15 responses) responded
that the questions were very similar (which was desired, as they are all in-
tended to measure perceived similarity) and recommended to use more infor-
mative names (which was not done for reasons described above). No other
problems were reported.
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. i E i
Su’i) léusinests xpemen(‘:e Job Title Education
Jec ontex Years | Projects
a Application In- 3 3 Database Ad- | Information
tegration ministrator Systems
b Data rational- 5 3 Database Ad- | Business and
ization and ministrator Computer
sharing Science
c Date warehous- 3 5 IT Manager Computer Sci-
ing ence
d Data Mod- 20 10 Senior  Princi-
elling, Data pal Software
Design Engineer
e Application In- 2 Technical De- | PhD Computer
tegration signer Science
f Data warehous- 8 9 Principal Con- | BSc Computer
ing/business in- sultant Science
telligence
g Information In- Program direc-
tegration tor information
integration
h Database Ad- | Computer Sci-
ministrator ence
Table 2

Self-reported Subject characteristics

5 Data Collection

Section 4 described how our experimental materials and questions were tested
for validity. Printed questionnaires were assembled and sent to eight data
integration professionals for two replications of the experimental design (Ta-
ble 2). Subjects were randomly assigned to a block of the experimental design
presented in Section 4 and Appendix A, Table A.1. The full questionnaire
consisted of an introductory briefing, two experimental conditions as a manip-
ulation check, eight experimental conditions according to the assigned block,
demographic questions and the following three qualitative questions:

e What are the three most important reasons for matching two database
elements?

e What are the three least important reasons for matching two database ele-
ments?

e Name any information that is useful for matching database elements that
is not on this questionnaire.

Each of the two manipulation check conditions was followed by a set of ques-

tions asking subjects to rate the perceived similarity of the 7 manipulated
factors, analogous to the questions on the pilot test. Each of the eight condi-
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‘ Subject ‘ t-test significance

a 0.0300
b 0.0032
¢ 0.0000
d 0.0000
e 0.0000
f 0.0005
g 0.0761
h 0.0000

Table 3
Manipulation check

tions of the assigned experimental block was followed by the set of questions
measuring perceived similarity, as described in Section 4.

6 Data Analysis

The first step in the data analysis is to again ensure the validity and reli-
ability of the question set for the dependent variable, perceived similarity.
Unidimensionality of the scale was again confirmed using PCA with varimax.
The eigenvalue criterion and scree plot indicated a single component. Factor
analysis with ML extraction of one factor showed good data fit (details in Ap-
pendix C, Table C.3). A SEM analysis using a single factor model, also showed
good fit. However, given the low correlations of the first question (Appendix C,
Table C.2) and the low factor loadings of this question, we re-analyzed a six-
item scale and found significant improvement (details in Appendix C). The ML
extraction of one factor from a six-item set was then used to derive regression
scores of perceived similarity for further analysis (variable "PSim”).

A one-tailed t-test was conducted on the similarity ratings of the manipula-
tion check experimental conditions. The t-tests showed significant differences
at the a < 0.1 level between the low and high manipulation conditions for
all subjects (Table 3), indicating that manipulation of the conditions was suc-
cessful: All subjects recognized intended high similarity as high and intended
low similarity as low.

The data was analysed using a repeated-measures (also called ” within-subject”
or "split-plot”) ANOVA procedure with INT and NAME and their interaction
as the between-subject variables ("whole plot”) and with STRUC, CONST,
INST, AGGR, and EFF and their two-factor interactions as the within-subject
variables (Refer to Section 4 and Appendix A for details). The ANOVA re-
sults are shown in Table 4. While we have shown the unidimensionality of the
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Fig. 2. Factor plot for Subject

dependent variable both in the pilot test and in the actual test data, we con-
firmed the ANOVA results using a MANOVA analysis with the seven questions
of the similarity measure as dependent variables. The results, using Wilks’ A
test, confirmed the ANOVA results for significant effects. The demographic
variables we collected, years of experience and number of projects (Table 2),
have too many missing values to include them in the analysis as explanatory
variables.

Five of the seven factors had a significant main effect on perceived similarity.
Three of the two-factor interactions (INT:AGGR, INT:EFF, STRUC:CONST)
had a significant effect, as did two subject — factor interaction effects
(STRUC:Subject, INST:Subject), suggesting that not only is there relatively
large variability of perceived similarity within subjects (as evidenced by the
error stratum for subjects), but subjects also differ in their reaction to manip-
ulation of structure and instance data. The factor plot for the subject term
in Fig. 2 clearly shows this between-subject variability and the value of a
within-subjects analysis.

The interaction plots in Fig. 3 show the following phenomena. In Subfig-
ure (a), the lower, solid line shows that when the constraints are not simi-
lar (CONST="b"), there is little effect of structure (STRUC) on perceived

similarity. Only when constraint information is similar (CONST="a", upper,
dashed line), does perceived similarity decrease as the structural similarity is

decreased (STRUC="b").
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Error: Subject

Df | Sum Sq | Mean Sq | F value Pr(>F) | Sig

x6int 1| 0.1333 0.1333 | 0.0469 0.8392
x7name 1] 0.4290 0.4290 | 0.1508 0.7176
x6int:x7name 1 1.7328 1.7328 | 0.6091 0.4787
Residuals 41 11.3801 2.8450
Error: Within

Df | Sum Sq | Mean Sq | F value Pr(>F) | Sig
x1struc 3.0163 3.0163 | 11.0000 | 0.0046960 | **
x2const 2.7974 2.7974 | 10.2017 | 0.0060374 | **
x3inst 9.4001 9.4001 | 34.2811 | 3.166e-05 | ***
x4aggr 4.1735 4.1735 | 15.2204 | 0.0014174 | **
xbeff 5.6196 5.6196 | 20.4942 | 0.0004011 | ***

0.0338 0.0338 | 0.1231 | 0.7305828
0.1471 0.1471 | 0.5364 | 0.4751979
0.0642 0.0642 | 0.2342 | 0.6354029
1.2989 1.2989 | 4.7369 | 0.0459102 | *
2.1616 2.1616 | 7.8833 | 0.0132517 | *
0.0165 0.0165 | 0.0603 | 0.8093789
0.1501 0.1501 | 0.5473 | 0.4708574
0.0143 0.0143 | 0.0521 | 0.8224645
1.6017 1.6017 | 5.8411 | 0.0288587 | *
0.1535 0.1535 | 0.5599 | 0.4658770
0.0001 0.0001 | 0.0003 | 0.9866967
0.0560 0.0560 | 0.2044 | 0.6576921
4.6365 0.9273 | 3.3818 | 0.0303658 | *
0.0297 0.0297 | 0.1082 | 0.7467886
0.6684 0.6684 | 2.4375 | 0.1393143
0.0741 0.0741 | 0.2702 | 0.6108075
0.7584 0.1517 | 0.5532 | 0.7338886
0.0051 0.0051 | 0.0187 | 0.8929897
3.9422 0.9855 | 3.5942 | 0.0302003 | *

x6int:x1struc
x6int:x2const
x6int:x3inst
x6int:x4aggr
x6int:x5eff
x7name:x1struc
x7name:x2const
xX7name:x4aggr
x1struc:x2const
x1struc:x3inst
x1struc:x4aggr
x1struc:x5eff
x1struc:Subject
x2const:x3inst
x2const:x4aggr
x2const:x5eff
x2const:Subject
x3inst:x4aggr
x3inst:Subject

I T S I L T S S S o L N R e T T T T e T e S S e G e G S G S G SY

x4aggr:xbeff 0.0001 0.0001 | 0.0002 | 0.9887285
x4aggr:Subject 1.3604 0.2721 | 0.9922 | 0.4549611
Residuals 15 4.1131 0.2742
Signif. codes: 0 "*** 0.001 "** 0.01 "*’ 0.05 ’. 0.1 '1’

Table 4

ANOVA Results
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Fig. 3. Interaction Plots ("a’=High similarity, 'b’=Low similarity)

Subfigure 3 (b) shows a counterintuitive effect that when the aggregate infor-
mation is similar (AGGR="a", upper, dashed line), perceived similarity rises
as similarity of intent drops (INT="b"). However, when the aggregate infor-
mation is dissimilar (AGGR="b", lower, solid line) we see the expected effect
that as similarity of intent decreases (INT="b"), so does overall perceived
similarity:.

Subfigure 3 (c) shows that when the similarity of effects is low (EFF="b",
lower, solid line), similarity of intent (INT) has a counterintuitive negative
effect on perceived similarity: perceived similarity rises as the similarity of
intent decreases. However, when similarity of effects is high (EFF="a", upper,
dashed line), similarity of intent has a the expected positive effect: perceived
similarity is high when similarity of intent is high (INT="a”) and low when
similarity of intent is low (INT="b").
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Fig. 4. Subject Interaction Plots (’a’ = High similarity, 'b’ = Low similarity)

Figure 4 shows the significant interaction effects of subjects and the controlled
factors. Subfigure (a) shows that only two subjects ("e¢” and ”"h”) show the
expected effect and rate perceived similarity low when structural similarity is
low (STRUC="b"), while the remaining subjects show little or no effect to
manipulation of structural similarity. Subfigure (b) shows that subjects tend to
rate perceived similarity lower if instance information (INST) is manipulated

to be lower (INST="b"), an expected effect. However, one subject (”g”) shows
an inverse effect.

As our research question asked about the relative effect size of each factor on

the perceived similarity of the database elements, we examine two measures of
effect size for the significant factors. The most widely used measure is Cohen’s
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Effect Effect Size Estimate
Cohen’s f ‘ w?
INST 0.72 0.34
EFF 0.55 0.23
AGGR 0.47 0.18
STRUC 0.39 0.14
CONST 0.38 0.13
INT:EFF 0.33 0.10
STRUC:CONST 0.28 0.07
INT:AGGR 0.24 0.06

Table 5
Effect sizes for significant effects

f, whose estimate is proportional to the F-Ratio of an effect:

where df are the degrees of freedom, F'is the ANOVA F-test statistic and N
is the number of observations. Cohen’s f is directly related to another widely
used measure of effect size, w?:

W=+ f7)

Table 5 shows the effect sizes for the significant effects in the present study.
An effect size of f > 0.4 is considered a large effect [60]. We can see that the
main effects are large; INST has the largest effect, followed by EFF, AGGR,
STRUC, and CONST. The interaction effects INT:AGGR and INT:EFF are
medium size effects and the CONST:AGGR interaction effect is small. The
main effect sizes are also evident in the design plot in Figure 5.

The answers to the three qualitative questions were tabulated and ranked
by number of mentionings, shown in Tables 6, 7, and 8. Noticeable is the
perceived importance of structural information over content information. This
perception is in contrast to the actual behaviour, where INST had a greater
effect than STRUC. The ranking of aggregate information near the bottom of
both lists is also in contrast to actual behaviour, where AGGR had the second
largest effect.
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5 | Similarity of relationships STRUC
3 | Similarity of changes to the data EFF
2 | Similarity of content INST
2 | Similarity of data usage by application software | INT
1 | Similarity of primary keys CONST
1 | Similarity of data types CONST
1 | Similarity of aggregates AGGR
Table 6

Most important reasons for matching database elements

7 | Dissimilarity of relationships STRUC

4 | Dissimilarity of content INST

2 | Dissimilarity of data usage by application software | INT

2 | Dissimilarity of aggregates AGGR

2 | Dissimilarity of application software effects INT

2 | Dissimilarity of attributes and data types CONST

1 | Dissimilarity of name NAME
Table 7

Most important reasons for NOT matching database elements
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Source of data

Business context

Business use of data

Business domain model

Business rules for data

Semantics of data

== === =] N

Actual names of entities and attributes

Table 8
Useful information missing from the questionnaire

7 Discussion and Implications

The experimental results show a number of important findings with implica-
tions for future research and applications. First, there is no single contributor
to perceived similarity. Table 5 shows the size of effect, and consequently the
importance for schema matching of the factors we investigated. We see that
similarity of instance information had the largest effect by far on on overall
perceived similarity (f = .72), followed by similarity of effects (f = .55), and
similarity of aggregates (f = .47). Less important are structural (f = .39)
and constraint (f = .38) similarity. Three interaction effects are also sta-
tistically relevant, however the size of their effect is minor in comparison
(24 < f < .33).

The implication for schema matching applications is the importance of using
multi-method approaches to identifying similar database elements. Work on
this has begun with the GLUE method [29,35,6] and the SEMINT method
[61,33], both of which employ multiple matchers in combination. In this con-
text, the effect sizes in Table 5 may be used as weightings for aggregating
similarity estimates from different schema matching methods. For example,
the overall similarity of a two database schemata may be computed as 0.72
times the measured similarity of instances plus 0.55 times the measured sim-
ilarity of database effects, etc. While we believe this is already an important
result, more detailed analyses are necesary to determine how humans assess
for example the similarity of instances or the similarity of structure.

Second, the effect sizes for instance-based effects are larger than those for
structure-based effects, indicating that instance information is more important
to schema matching than structural information. The two largest effects are
those of instance (INST) and aggregate information (AGGR), while structural
information (STRUC) and constraints and data types (CONST) have effects
that are only half as large as the INST effect, indicating these are only half
as important. Given this importance of instance based approaches, research
emphasis should focus on exploiting instance information to the best possible
extent. A promising start in this direction are feature learning approaches
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[34,7], which aim to select the most relevant features of database instances for
the matching.

In connection with this, we found that while the observed importance of in-
stance information was much greater than that for structural information, the
self-reported measures in Tables 6 and 7 showed the inverse. One possible
explanation is the briefing sheet, which indicated that the databases covered
the same domain. This may have led subjects to assume that the databases
contain the same instances and led to the importance of instance information
in matching. However, a more likely explanation is a systematic bias of the
self-report measures for which a variety of highly plausible reasons exist [62].

Third, the subject—factor interaction effects show that, while its importance
is relatively low as indicated by its effect size (Table 5), care must be taken
when generalizing the applicability and appropriateness of schema matching
methods. For example, not all subjects perceive structural similarity to be a
positive contributor to overall perceived similarity (Fig. 4 (a)). Schema match-
ing methods must be applied with awareness of the notions of similarity held
by their users. This is especially important in the validation of the heuristics.
What is satisfactory or useful to the method developer, may not be satis-
factory or useful to a user. This requires that the establishment of reference
matches for empirical evaluations must take into account the nature of the
theory of meaning held by the user.

Fourth, the variations between subjects imply that the effect sizes are averages
and may vary between different users of schema matching methods. Instead
of a "one size fits all” method, methods may need to be tailored to suit spe-
cific users. Here, learning based matching methods [33,6,7,30] may be at a
disadvantage if they learn from different users. Instead, the results learned
from different users should be kept separate, as the users may hold different
theories of meaning.

Fifth, the significant effect of information about database effects (EFF) on
perceived similarity points to the need for more research in this area. Currently,
none of the proposed schema matching methods make use of information about
database effects.

Sixth, from the comparison of the perceived importance of various factors and
the actual behaviour, it is evident that these do not always coincide. For exam-
ple, structural similarity was rated very highly, but its actual effect was much
lower than that of instance and aggregate information. Consequently, future
research needs to focus on experimentally determining the actual importance
of factors to subjects, instead of soliciting their perception or opinion.

Finally, the list of missing information in Table 8 suggests future extensions
to schema matching methods. For example, business rules for data are often
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embodied in triggers and procedures in databases. This information could
be included in future schema matching methods. Thieme and Siebes [63,64]
make some use of such behavioural information in the context of matching
object-oriented schemata.

8 Future Research

While this study has shown important results and implications for the im-
provement of schema matching methods (Section 7), as an exploratory study
it was designed for breadth of coverage, rather than a detailed understanding
of one particular aspect of schema matching. Consequently, there are many
opportunities for future research. For example, we have focused only on match-
ing of entities or tables, while realistic schema matching also include matching
of attributes or columns. Furthermore, we have assumed a simple one-to—one
mapping of entities of the two databases, while schema matching may also
include many-to—one and one-to-many matches. Realistic databases also in-
clude active features such as triggers, stored procedures, and user—defined
functions [65] which have not been considered here. There may be context
or situational factors, such as the purpose of the database integration or the
implementation technology for the integration, that affect the relative impor-
tance of the investigated factors. There may also be subject specific factors,
such as experience with different database software and tools, that could af-
fect how humans perceive the similarity of database elements. However, as
the number of experimental conditions, and therefore the required number of
expert participants, increases exponentially with the number of factors under
investation, these aspects are left for separate future studies.

This study neglects the role of domain knowledge. This is intended as the aim
of the study is to improve schema matching software, which has no recourse
to domain knowledge. However, as matching methods are supplemented with
domain ontologies, future studies may find it worthwhile to investigate how
this is best done to ensure conformity to the way in which humans make use
of their domain knowledge. Interestingly, only one of our respondents sug-
gested that names of tables and attributes were missing but would be helpful
(Table 8). This may indicate that element names, and the domain knowledge
linked to them, is not as important as it might appear. Perhaps database in-
tegrators realize that names may be rather arbitrary and not necessarily an
indication of shared meaning. Certainly in this study similar names were not
construed to indicate similar meaning, as there was no significant effect of the
naming factor.

Another question, already raised in Section 7, is that of measuring the simi-
larity of each aspect of our databases in more detail. For example, what are
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the specific factors that determine how people perceive structural similarity,
or factors that determine similarity of instances. The effects found to be signif-
icant in this study (Table 5) should be examined in more detail. For example,
structural information may be separated into relationships between database
elements, cardinalities of the relationships, and constraints on the foreign keys.
These can then be manipulated separately.

9 Conclusion

This paper presents the first systematic empirical study of what information
is useful for schema matching. An experiment was conducted to determine the
theories of meaning held by data integration professionals. Based on five theo-
ries of meaning, 32 experimental stimuli were constructed and tested on eight
subjects. We determined the relative importance of seven kinds of information
and found that the most important effect on the perceived similarity of schema
elements was that of instance and aggregate information, while structure and
constraint based information had only half as large an impact on perceived
similarity. From these findings, we have derived seven specific recommenda-
tions for the improvement of schema matching methods and pointed out areas
for future research.
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A Research Design

This appendix presents details of the experimental design. Two suitable meth-
ods for this study are the conjoint analysis [66,57,58], and the analysis of vari-
ance (ANOVA) [67,56,68,69]. Both methods can provide an estimate of the
size of the effect of a factor on the dependent variable. In conjoint terms this
is called the part-worth, while in ANOVA terms this is the effect size (typically
expressed as Cohen’s f [60] or w?). Conjoint analysis is essentially a fractional
factorial design using a single fraction run entirely within a single subject
[70,71]. As conjoint analysis is a resolution /I design, it can determine only
the main effects of factors. In contrast, ANOVA techniques can also deter-
mine factor interaction effects. Because this research is exploratory in nature,
we cannot rule out interactions of two factors. Consequently, we choose the
ANOVA method.

A.1  Fractional Design

Especially in a within-subject experimental design where subjects are assigned
to multiple experimental conditions, it is important that all factors have the
same number of levels, as subjects would otherwise be biased in their impor-
tance estimate: A larger number of distinctions may lead them to believe the
factor is more important [58]. Further, because effect size estimation is un-
problematic only for two-level factors [68], each of the factors in this study is
assigned two levels. Because all factor combinations are plausible and admis-
sible, a regular fractional design can be used [57,72,73].

In any multi-factor factorial design, there is a trade-off between resolution
(the ability to uniquely attribute effects to their sources) and experimental
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effort. In this case, a factorial design with 7 two-level factors requires 27 = 128
experimental conditions. We neglect interaction effects of three or more factors
because of the exploratory nature of the study (we opt for breadth rather than
depth), because of their unlikely significance, and because they are difficult
to interpret in theoretical terms. Limiting the resolution of the design to the
identification of main factor effects and two-factor interaction effects requires
estimation of only 74 20 parameters. Hence, we are able to employ a quarter-
fraction design with 2° = 2772 = 32 conditions.

In a fractional factorial design, some of the orthogonal contrasts of higher-
order factor interactions in the incomplete design are assigned to main factors
of the original design (”generators”). In this case, 7 — 5 = 2 factors of the
complete design must be expressed by the contrasts of higher-order interac-
tions. Depending on which higher-order interaction contrasts of the fractional
design are used to express the main factors of the original design, different
effects will be confounded, i.e. it becomes impossible to uniquely attribute
effects to factors or factor interactions. Choosing a good fractional design re-
quires the identification of generators that will confound main factor effects
only with interaction effects of higher order, which are assumed small or neg-
ligible. In general, in designs of resolution r, no g-factor interaction effect is
confounded with any other interaction effect of fewer than r — ¢ factors. Thus,
a high-resolution design is desirable. With the factors labelled as in Table 1,
we choose two generators for the resolution IV quarter-fraction design from
[56, Table 1215] X6 = X1X2X3X4, X7 = X1X2X4X5. Table A.1 shows the
contrasts assigned to the factors, where "+ indicates similarity of the factor
in that condition and ”-” indicates dissimilarity.

The alias structure of a design shows which factor effects or factor interaction
effects are confounded. The alias structure is determined by the generators
through the identity equations of the design. For the two generators, Xg =
X1 XoX3X, and X7 = X1 X5 X, X5 of the 2772 design, the identity equations
are the following:

X6 = X1X2X3X4 s I = X1X2X3X4X6
X7 = X1X2X4X5 <~ IQ = X1X2X4X5X7
Iy =11 & I3 = X3X;XcX7

From this, the alias structure can be determined by "multiplying” factors and
factor interactions with the identity equations [68,56]. For example, for factor
X4, we find the following confounds:
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Num | X1 | Xo | X3 | X4 | X5 | Xe = X1 XXXy | X7 = X1 X0 X4 X5

1 B + +
2 + - - -] - - -
3 RN I - -
1 +l+ |- -] - + +
5 B DR R - +
6 -] -] - + -
7 -l ] - - + -
8 +l+ |+ -] - - +
9 NN I R - -
0 [+ -1]-]+]- + +
11 -+ + +
12 |+ |+ |-+ - - -
13 -+ - + -
4 |+ -+ - - +
15 ] - -
6 |+ |+ |+ |+ - + -
w7 |- -1-1-1+ + -
18 |+ | -] -] -+ - +
v |-+ -]-1+ - +
20 |+ |+ ] -]-]+ + -
21 I I - -
22 |+ | - |+ |- |+ + +
23 | - |+ |+ |- |+ + +
24 |+ |+ |+ | -]+ - -
25 | - | - | - [+ |+ - +
26 |+ | - | - |+ |+ + -
27 | - |+ | - |+ ]+ + -
28 |+ |+ | - |+ |+ - +
29 N + -
30 |+ | - |+ |+ ]+ - -
31 S ] - -
32 |+ |+ |+ |+ ]+ + +
Table A.1
Contrasts (”+”: similar, ”-”: dissimilar)

X1 = X2Xo X3 Xy X6 = XoX3X, X6
X1[2 == XIQXQX4X5X7 - X2X4X5X7
X113 = X1 X3X5X6X7
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Consequently the effect of X is confounded with the effect of the interaction
of factors X, X3, X,, X¢ and confounded with the effect of the interaction of
factors Xy, X4, X5, X4. Assuming the effects of these four-factor interactions
are negligible, the design allows the effect of factor X; to be determined.
Proceeding in a similar fashion for factors X, through to X; and the two-
factor interactions X;.Xs through to X¢X; we find that only one of the two-
factor interactions is confounded with another two-factor interaction: X3Xj is
aliased to X4 X7, which is expected from the choice of generators and implicit
in the identity equation for I3 above.

An alternative 3-generator, 1/8 fraction, 2773 resolution IV design given in [56]
with 16 runs was rejected due to the aliasing structure. With the generators
X5 = X1X2X3, X6 = X2X3X4, X7 = X1X3X4 the 1dent1ty equations were
derived as follows:

I = X1 XoX35X5 X Xo X3 Xy Xe = X1 X4 X5X6
Iy = X1 XoX5X5 x X1 X3X4 X7 = Xo Xy X5X7
Is = Xo X3 Xy Xe X X1 X3Xy X7 = X1 X0 X6 X7
Iy = X1 XoX35X5 X XoX3X X6 X X5 X3X X7 = X3 X5X6X7

Resulting in the following alias structure with multiple confounds:

X1 Xy = X3X5 = X X7
X1X3 = Xy Xy
X1 Xy = X5 X6
X1 X5 = X X3 = Xy X¢
X1Xe = Xy X5 = X X7
X1 X7 = X3Xy = X2 X

While the main-effects are uniquely resolved, the alias structure shows too
many 2-factor confounds to be useful for exploratory research. The quarter
fraction design thus presents the best compromise between the requirements to
examine as many possible factors in this exploratory research and the resource
requirements of the study.
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A.2  Blocking

To avoid subject fatigue, no subject can be subjected to all 32 conditions. We
must therefore employ a balanced blocking design, with either 4 blocks of size
8 or 8 blocks of size 4 for one replication of the design. One consideration is the
number of generators required for the blocking, as these will be confounded
with all other contrasts. 8 blocks require 3 generators, while 4 blocks require
only 2 generators. Another consideration is the economy of the design with
respect to the required number of subjects. As subjects need to be experienced
data integration professionals, the sample frame is limited, so that a design
with 4 blocks of 8 is advantageous, and still represents a good tradeoff between
subject fatigue and the ability to identify the source of effects. For the blocking
generators, we re-use the X3 and X7 generators in the fractional design: B; =
Xo = X1 XoX3X, and By, = X7 = X1 X0 Xy X5,

To be able to separate the block (subject) effects from other effects requires a
replication of the design, so that a total of eight subjects are needed. With this
replication, the design becomes a mixed within-subject and between-subject
design (also called ”split-plot” or "repeated measures” design), with X and
X7 as between-subject factors, and X; ... X5 as within-subject factors.

B Experimental Stimulus

You are part of a database integration project. As part of a business merger,
two relational databases need to be integrated into a federated database. Each
of the two databases of two similar sized companies is used by its own set of
OLTP (online transaction processing) software applications. Each of the two
databases and associated applications concerns the same business domain, the
customer management for the marketing departments.

For both databases, you have available an Entity-Relationship Diagram (logi-
cal level), as well as information about the table contents (physical level). Each
entity in the Entity-Relationship Diagram corresponds directly to a table in
the database. You also have some information about the software applica-
tions available, such as update behavior. Neither of the databases uses stored
procedures, triggers, or user-defined functions.

In order to integrate the two databases into a federated, virtual databases,
you must decide which of the entities to match.

Your recommendations will be thoroughly reviewed before any integration is
undertaken and you carry no responsibility for the final integration decision
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made at a later stage.

Remember both databases deal with the customer management of the mar-
keting department and no integration will be performed until your assessment
has been thoroughly reviewed.

Consider all the information in the two Entity-Relationship-Diagrams on this
page and the information about the corresponding database tables on the
following pages. Pay attention to the elements Upsilon and Dalet.

Theta Upsilon Chi
m n n m
1 " n
m
n 1
Zeta Sigma
n 1
Khaf Dalet
1 n
m
1 m
n
n n
Alef Zayin Gimel
n m

An analysis of the database effects of changes/updated shows the following:

e For the first database:
Whenever a row is deleted from the table for Upsilon, one row is deleted
from Chi and one row is deleted from Sigma.
Update frequency for Upsilon: ~ 400 Updates per day.
Insert frequency for Upsilon: ~ 100 Inserts per day.
e For the second database:
Whenever a row is deleted from the table for Dalet, one row is deleted from
Gimel and one row is deleted from Khat.
Update frequency for Dalet: ~ 410 Updates per day.
Insert frequency for Dalet: ~ 110 Inserts per day.
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An analysis of the application software effects of changes/updates shows the

following:

e For the first database:

Operation on Upsilon

Software function performing the operation

Update

PRD_MNG_BASE, PRD_MNG_OPT_1, PRD_.MNG_OPT_2

Insert

PRD_MNG_OPT_2, PRD_MNG_OPT_3

e For the second database:

Operation on Dalet

Software function performing the operation

Update

PRD_MNG_BASE, PRD_MNG_OPT_1,

Insert

PRD_MNG_OPT_2, PRD_-MNG_OPT_3

Analysis of the two databases shows the following attributes, data types and

constraints:

e In the first database, the table for Upsilon has the following attributes:

Attribute | Datatype Constraints

AAN Numeric(2) | Not null, primary key
TUD Char(10)

KPO Numeric(5) | Not null

e In the second database, the table for Dalet has the following attributes:

Attribute | Datatype | Constraints

SEF Char(5) Primary key, check(length(SEF > 1))
ULN Integer Not null

IMB Char(30)

An analysis of the information stored in the database tables shows the follow-

ing:

e In the first database, the table for Upsilon contains the following typical

data:
AAN | TUD | KPO
13 101X | 50960
14 178X | 55990
15 192.Y | 68950
16 245X | 78450
17 300_X | 89990
18 290_Y | 85790

e In the second database, the table for Dalet contains the following typical

data:
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SEF | ULN | IMB
13 101 50950-G
14 178 55990_-G

15 192 68950_N

16 245 78450-G
17 300 89990_-G
18 290 85790_N

An analysis of aggregate information in the two databases shows the following:

e In the first database:
Total number of Rows in Upsilon (size): 9860

Average for AAN: 18.3  Standard Deviation for AAN: 4.7
Average for TUD: 5.0 Standard Deviation for TUD: 0
Average for KPO: 72402 Standard Deviation for KPO: 8477

Note: Average and standard deviation for character fields are calculated
based on the length of the data.
e In the second database:
Total number of Rows in Dalet (size): 3066

Average for SEF: 2 Standard Deviation for SEF: 0
Average for ULN: 198.2 Standard Deviation for ULN: 74.6
Average for IMB: 7 Standard Deviation for IMB: 0

Note: Average and standard deviation for character fields are calculated
based on the length of the data.

C Detailed Results

This appendix contains two tables showing the detailed statistics from the
pilot-test (Section 4.3) and the final experiment (Section 6).

The pilot-test results on the seven questions measuring perceived similarity
were analyzed for uni-dimensionality using both ML extraction of a single
factor and SEM CFA (covariance matrix based on pairwise complete observa-
tions). The results are shown in the first two columns of Table C.1. We noticed
that the first item did not highly correlate with the remaining six and this
is reflected in the low factor loadings/regression coefficients. We therefore re-
specified the model and excluded this item. The result shows a much improved
model fit for both the ML and CFA in the second two columns of Table C.1.
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7-item scale 6-item scale

ML CFA ML CFA
Q1 313 .359
Q2 .735 791 | 737 .788
Q3 .843 | 1.002 | .847 | 1.003
Q4 .631 .604 | .638 .607
Q5 .750 788 | .750 .784
Q6 .552 575 | .539 .559
Q7 BT 592 | .567 .579
Cronbach « .8164 .8417
x2 10.6 13.20 | 6.44 7.96
df 14 9
p 117 511 | 695 .538
Prop Var Exp | .421 AT74
Coeff Det .8689 .8684
GFI .9386 .9588
AGFI 8772 19038
RMSEA 0 0
NFI .9088 .9407
TL NNFI 1.0097 1.0145
Bentler CFI 1 1
SRMR .0576 .0418

Table C.1
Pilot-test results

Loadings for the remaining six items remained stable, further supporting the
validity of the measurement.

While the pilot-test indicated a better fit for the six-item scale for perceived
similarity, the final data collection still included all seven items (Table C.2).
All correlations were highly significant, however those of the first item were
lower. These results were again analyzed for uni-dimensionality using both
ML extraction of a single factor and SEM CFA (covariance matrix based on
pairwise complete observations). The results are shown in the first two columns
of Table C.3. Confirming the pilot-test results, the first item did not highly
correlate with the remaining six and we therefore re-specified the model and
excluded this item. The result shows a much improved model fit for both the
ML and CFA in the second two columns of Table C.3. All further analyses
were conducted with regression scores based on the ML extraction of one factor
from the six-item scale. In contrast to using the question average, factor scores
take into account the uniquenesses of the items, and leave only the common
factor contribution for further analysis. It also simplifies further analysis by
centering the scores on zero.
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L [ @ | @ | @ | @ [ @ [ qr |

Q1 | 0.6029%** | 0.4232*** | 0.3995** | 0.4429%** | 0.4427*** | 0.3928**
Q2 0.6892*** | 0.7004*** | 0.5750*** | 0.6556*** | 0.6890***
Q3 0.8098*** | 0.7182*** | 0.6957*** | 0.8403***
Q4 0.7556*** | 0.7823*** | 0.8254***
Q5 0.6581*** | 0.7325%**
Q6 0.7587***
Table C.2
Correlation matrix for perceived similarity scale (Sig: * = 0.05, ** = 0.01,
R =0.001)
7-item scale 6-item scale
ML | CFA | ML CFA
Q1 .490 531
Q2 770 850 | .761 .839
Q3 891 | 1.00* | .892 | 1.00°
Q4 914 967 | .916 .970
Q5 .806 883 | .804 881
Q6 .829 933 | .827 .931
Q7 913 955 | .916 .958
Cronbach « 9275 .9402
X2 21.12 | 22.48 | 5.38 5.69
df 14 9
p .0987 | .0692 | .800 770
Prop Var Exp .662 731
Coeff Det .9519 .9517
GFI L9174 9713
AGFI .8348 .9330
RMSEA .0981 0
NFI .9394 .9832
TL NNFI .9636 1.0171
Bentler CFI .9756 1
SRMR .0487 .0167
Table C.3

Final-test results
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