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Abstract   Agents participating in a negotiation dialogue may use argumentation 

to support their position, hence achieving a better agreement. The Extensible Ar-

gumentation Framework (EAF) provides modularity and extensibility features that 

facilitates the adoption of argumentation by agents in MAS. In order to emphasize 

the EAF potential and applicability, this paper proposes an argument-based nego-

tiation process grounded on the EAF adoption. Experiments demonstrate ad-

vantages of the proposal respecting conflict resolution and accuracy of the agree-

ment. 

1 Introduction 

Internally agents may use argumentation for both (i) reasoning about what to be-

lieve (i.e. theoretical reasoning) and/or (ii) for deciding what to do (i.e. practical 

reasoning). Despite existing differences between both, from a standpoint of first-

personal reflection, a set of considerations for and against a particular conclusion 

are drawn on both [1]. On the other hand, concerning the types of agents’ dia-

logues (e.g. Deliberation, Negotiation, Persuasion, Inquiry, Information-seeking 

dialogues), while a clear distinction between each one exist, most of the agents’ 

dialogue occurrences involve mixtures of dialogue types. Within this context, ar-

gumentation is seen as an activity where each participant tries to increase (or de-

crease) the acceptability of a given standpoint for the others participants by pre-

senting arguments. In particular, agents participating in a negotiation dialogue 

may use argumentation to support their position and by that achieve a better 

agreement. Therefore, argumentation is foreseen as an adequate modeling formal-

ism to reduce the gap between models governing the internal and external agent 

behavior. Grounded on that, this paper presents a novel, generic and domain inde-

pendent argument-based negotiation process, in which are advocated the benefits 

of defining a common argumentation vocabulary shared by all agents participating 

in negotiation, which is internally extended by each of the agents to fit its own 
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needs and knowledge. For that, the proposed argument-based negotiation process 

also requires that argumentation frameworks have modeling, modular and extensi-

bility features. In that sense, the adoption of the Extensible Argumentation 

Framework (EAF) is suggested. 

The rest of this paper is organized as follows:  the next section describes the 

main structures and concepts of the EAF. Section 3 presents the proposed negotia-

tion process based on the adoption of EAF in MAS [9]. Section 4 describes and 

summarizes the performed experiments in the domain of ontology alignment [2] 

applying the proposed negotiation process. Finally, section 5 draws conclusions 

and comments on future work. 

2 Extensible Argumentation Framework 

The Extensible Argumentation Framework (EAF) [10] is based and extends the 

Three-layer Argumentation Framework (TLAF) [3]. TLAF is a generic argumen-

tation framework that, unlike others (e.g. AF [4], BAF [5], VAF [6]) comprehends 

three modeling layers. While the Meta-Model Layer and the Instance Layer rough-

ly correspond to the (meta-) model layer and the instance layer of AF, BAF and 

VAF, the Model Layer does not have any correspondence in the surveyed abstract 

argumentation frameworks (illustrated in Fig. 1). 

 

Fig. 1. The three modeling layers of TLAF/EAF 

The Meta-model layer defines the core argumentation concepts and relations 

holding between them. TLAF adopts and extends the minimal definition presented 
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by Walton in [7] where “an argument is a set of statements (propositions), made 

up of three parts, a conclusion, a set of premises, and an inference from premises 

to the conclusion”. For that, the meta-model layer defines the notion of Argument, 

Statement and Reasoning Mechanism, and a set of relations between these con-

cepts. An argument applies a reasoning mechanism (such as rules, methods, or 

processes) to conclude a conclusion-statement from a set of premise-statements. 

Intentional arguments are the arguments corresponding to intentions ([8, 9]). 

The Model layer represents a conceptualization of arguments by defining the 

entities and their relations regarding both: 

 the domain of application to be captured; 

 the perception one (e.g. a community of agents or an individual agent) has 

about that domain. 

The resulting model is further instantiated at the Instance-pool layer. The   re-

lation is established between two argument types (e.g. (   )   ) when   sup-

ports or attacks  . Through   it is also determined the types of statements that are 

admissible as premises of an argument. 

Fig. 2 partially and graphically represents a simple argumentation model on the 

ontology matching domain. In this model, the intention to accept/reject a given 

correspondence between two ontological entities is captured by an argument of 

type MatchArg concluding a statement of type MatchSt. An argument of type 

MatchArg is affected (either supported or attacked) by arguments of type Termi-

nologicalArg and StructuralArg concluding statements of type TerminologicalSt 

and StructuralSt respectively. All these arguments apply an Heuristic reasoning 

mechanism (not depicted in Fig. 2). 

 

Fig. 2. Example of a TLAF model for the ontology matching domain 

The Instance-Pool layer corresponds to the instantiation of a particular model 

layer for a given scenario. A statement-instance    is said to be in conflict with 

another statement-instance    when    states something that implies or suggests 

that    is not true. The statement conflict relation is asymmetric (in Fig. 1    con-

flicts with    too). The support and attack relationships (     and      respective-

ly) between argument-instances are automatically inferred exploiting:  
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 the conceptual information (existing at the model layer), namely the   relations 

defined between argument-types; 

 the extensional information (existing at the instance layer): 

– the premises and conclusions of the argument-instances; 

– the conflicts between statement-instances. 

EAF extends TLAF by providing the constructs and respective semantics for 

supporting modularization and extensibility features to TLAF. In that sense, any 

EAF model is a TLAF model but not the inverse. In EAF model layer, arguments, 

statements and reasoning mechanisms can be structured through the   ,    and 

   relations respectively. These are acyclic transitive relations established be-

tween similar entity types (e.g. arguments), in the sense that in some specific con-

text entities of type    are understood as entities of type   . While these relations 

are vaguely similar to the specialization relation (i.e. subclass/superclass between 

entities) it does not have the same semantics and it is constrained to 1-1 relation-

ship (cf. [10]). An EAF model may reuse and further extend the argumentation 

conceptualizations of several existing EAF models. Inclusion of an EAF into an-

other EAF is governed by a set of modularization constraints ensuring that no in-

formation of included EAF is lost. The extensibility feature of EAF is illustrated in 

the example depicted in Fig. 3 regarding the ontology matching domain. 

 

Fig. 3. Example of an EAF model with    and    relations 

The EAF model depicted in this figure (called       
) extends the TLAF/EAF 

model previously depicted in Fig. 2 (called      ) such that the new arguments 

and statements are colored white while the arguments and statements of the ex-

tended model are colored gray. According to this example, the EAF semantics im-

ply (for example) that any instance of LexicalLabelArg is understood and is trans-

latable to an instance of LabelArg, which in turn is translatable into an instance of 

TerminologicalArg. In the argument exchange context, this feature is relevant con-

sidering that each agent internally adopting a distinct EAF model (e.g.       
) 

extended from a common/shared EAF model (e.g.      ) may translate argu-

ments represented in their internal model to the shared model and, therefore, ena-

bling the understanding of those arguments by the other agents. 
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3 The Argument-based Negotiation Process 

This section proposes the argument-based negotiation process (ANP) based on the 

adoption of EAF by agents in MAS [9]. While other negotiation processes using 

EAF are admissible, we aim to provide an end-to-end negotiation process that em-

phasizes its potential and applicability.  

3.1 Principles 

Observations show that agreements through argumentation between humans fol-

low an iterative and incremental process where arguments and counter-arguments 

are successively presented, enabling humans to identify the existing conflicts and 

further present more arguments and counter-arguments to (tentatively) resolve 

such conflicts. 

Concerning the arguments formulation, humans usually exploit a huge diversity 

of information sources which may provide information that is more or less relia-

ble, (in)complete, (in)coherent, (in)consistent and so on. Thus, each human usual-

ly selects and exploits information provided by the sources that are considered 

more reliable and trustable for the problem in hands.  

Concerning the arguments understanding and reasoning, each human has a 

unique (i.e. its own) perception and rationality over the domain of the problem in 

hands. Therefore, arguments are seen, interpreted and evaluated in light of that in-

dividual perception. This fact enables humans to extract from the same set of ar-

guments several distinct and contradictory conclusions.  

Typically, the argumentation process ends either (i) when no more conflicts ex-

ist or (ii) when no more arguments are presented by any of the participants. In the 

former case, the argumentation always ends successfully since no conflicts exist 

anymore. In the latter case, the argumentation may end successfully or unsuccess-

fully depending on the degree of importance that each one gives to the remaining 

conflicts when compared to the agreement in hand. Thus, if the parties agree that 

the agreement in hand is better than no agreement at all then the argumentation 

ends successfully, otherwise it ends unsuccessfully.  

At least but not less important, with respect to human beings’ natural ability to 

evolve their knowledge and perception of the world and particularly about the 

domain under which they are arguing. A classical situation occurs when a human 

faces an argument put forward by another human and (s)he does not know its 

meaning or how that argument relates and affects the others known arguments. In 

such cases, that human may require a conceptual description of that kind of argu-

ment in order to figure out the missing knowledge and therefore acquire it. The re-

sulting knowledge acquisition contributes to the evolution of its perception of the 

domain under discussion. 
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3.2 Overview 

Within the proposed ANP the negotiation entities (e.g. persons, organizations) are 

represented by agents. Yet, as with any other negotiation process, the proposed ar-

gument-based negotiation process happens, at least, between two agents. Further-

more, it is assumed that the negotiation occurs in the scope of a given community 

of agents. When joining a community, the agent is (implicitly or explicitly) ac-

cepting a set of rules by which all agents interactions are governed. One of the 

main rules is related to the key notion/concept of argumentation model, which in 

turn substantially constrains the characteristics of the argumentation process. 

 

Definition 1 (Argumentation Model). An argumentation model (AM) is an ar-

tifact that captures (partially or totally) the perception and rationality that an agent 

has about a specific domain (e.g. ontology matching) regarding the argumentation 

process. 

 

According to Definition 1, the argumentation model might conceptually define 

the vocabulary used to form arguments, the arguments’ structure and even the way 

arguments affect (i.e. attack and support) each other. Hence, a model is a specifi-

cation used for stating model commitments. In practice, a model commitment is an 

agreement to use a vocabulary in a way that is consistent (but not necessarily 

complete) with respect to the theory specified by the model [11]. Agents commit 

to models which are designed so that the domain knowledge can be shared among 

these agents.  

The community of agents on which the negotiation process occurs is responsi-

ble for defining a public argumentation model.  

 

Definition 2 (Public Argumentation Model). A public argumentation model 

is a shared argumentation model capturing the common understanding about ar-

gumentation over the domain problem being addressed (e.g. ontology matching) 

of a community of agents. 

 

All agents of that community are able to understand the defined public argu-

mentation model and reason on it. Further, each agent must be able to extend the 

public argumentation model so it better fits its own needs and knowledge. As a re-

sult, the agents freely specify their private argumentation model.  

 

Definition 3 (Private Argumentation Model). A private argumentation model 

is an argumentation model capturing the understanding about argumentation over 

the domain problem being addressed (e.g. ontology matching) of a single agent.  

While a public argumentation model represents a shared knowledge/perception 

between agents, a private argumentation model represents the individual percep-

tion/knowledge that an agent has. 
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Fig. 4. Overview of the argument-based negotiation process 

Because the agents adopt their own private argumentation model, each agent 

has the responsibility for searching, identifying and selecting the sources of infor-

mation that can provide the most relevant and significant information needed to 

instantiate its private model. After the private model instantiation each agent has a 

set of arguments that need to be evaluated in order to extract the agent consistent 

position, i.e. a preferred extension. A preferred extension includes two kinds of 

argument: intentional arguments and non-intentional arguments. The former ones 

define the intentions of the agent with respect to the agreement, while the latter 

ones represent the set of reasons supporting the intentions. By exchanging the in-

tentional arguments of their preferred extensions, agents are able to identify the 

existing conflicts and argue with non-intentional arguments.  

It is worth noticing that the EAF model layer together with the extensibility and 

modularization features satisfies the above definitions of public/private argumen-

tation model. Therefore, from now the ANP description adopts EAF. 

3.3 Phases of the Negotiation Process 

Considering the premises described in previous section, a general argument-based 

negotiation process was devised. The phases of each agent’s negotiation process, 

the flow of data and the interactions with other agents are depicted in Fig. 5. 

3.3.1 Setup 

The Setup phase defines the context of the negotiation. At the end of this phase all 

participating agents know and agree with this context. For that, the participating 
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Fig. 5. The proposed argument-based negotiation process 
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 the identification of the (possible) negotiation participants; 

 the identification of the community’s minimal common understanding, i.e. the 

public argumentation model (    ) between all participants; 

 the definition of the required negotiation parameters/constraints such as dead-

line for achieving an agreement; 

 the specification of the negotiation method to compute a possible agreement 

between participants; 

 the establishment of special rights for some of the participants; 

 the sharing of the data/information that is required by the agents in order to par-

ticipate in the negotiation (e.g. the ontology used by each agent).  

These interactions will result in the definition of a set of constraints called the 

negotiation parameters (  ). Complementary to the negotiation parameters, each 

participant creates an instance-pool of its own argumentation model (  (     )) 

that will capture the argumentation data. In contrast to the other phases, this phase 

occurs only once. 

3.3.2 Data Acquisition 

During the Data Acquisition phase the agent collects the data/information that 

constitutes the grounds to generate the arguments (called    ). For that, the agents 

may interact with other agents not directly participating in the negotiation process. 

It might be the case of specialized agents on the subject under discussion. The ten-

tative agreements generated in the upcoming phases may be used as input infor-

mation to the data-collecting mechanisms too.  

3.3 .3 Argument Instantiation 

The goal of the Argument Instantiation phase is the instantiation of the agent’s in-

stance-pool of the argumentation model (  (     )) based on the collected data 

(   ). For that, the agent makes use of one or more data transformation processes 

over the collected data, generating a set of arguments structured according to the 

adopted argumentation model. In order to properly (re)classify the argument in-

stances is foreseen the need of an instances (re)classification process. It is also en-

visaged that this (re)classification process might be further reused in the Instance-

Pool Update phase. However that is not mandatory. This process is extensively 

addressed in [3] and [12]. 

3.3.4 Argument Evaluation 

In the Argument Evaluation phase, each agent extracts a preferred extension, i.e. a 

consistent position within   (     ) which is defensible against any attack and 
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cannot be further extended without introducing a conflict. According to the 

agent’s   (    ) one or more possible preferred extensions may be extracted. 

If the argument evaluation process extracted more than one preferred extension 

then it is necessary to select one. The selection criterion has a special relevance 

during the negotiation process because it directly defines the agent’s intentions 

and the reasons behind those intentions. Given that, instead of a simple criterion, a 

more elaborate selection criterion may be taken into consideration. For example, 

instead of the “selection of the preferred extension that is maximal with respect to 

set inclusion”, one may consider “the preferred extension that minimizes the 

changes in respect to the previous one.  

This phase occurs iteratively depending on the acquisition of new da-

ta/information and especially on the exchange of arguments between the agents 

during the persuasion phase. Because any change made to   (     ) suggests 

that the agent’s consistent position may change, a re-evaluation of the preferred 

extension is necessary. 

3.3.5 Agreement Attempt 

In the Agreement Attempt phase each participant makes an agreement proposal to 

the other agent(s) (called the candidate agreement). If accepted it will be settled by 

all participants. 

This phase consists of two steps. In the first step, each agent makes its agree-

ment proposal by exchanging the intentional arguments of its preferred extension 

only (called the intentional preferred extension). As a result of all proposals, two 

sets of arguments are derived and shared by all agents: 

 the set of arguments agreed/proposed by all agents (          ) which rep-

resents a candidate agreement; 

 the set of arguments which at least one agent disagrees (             ). For 

a negotiation between   agents where            
 is the intentional preferred 

extension of agent  , these sets can be computed differently depending on the 

agents and according to the setup phase. One of the simplest agreement evalua-

tion forms is based on their intersection: 

           ⋂           

 

   

 

              (⋃           

 

   

)             

In the second step, each participant evaluates its level of satisfaction of the cur-

rent candidate agreement. For that the agent considers the defined negotiation pa-

rameters/constraints (  ) and the content of the               set. According 

to the level of satisfaction, the participants must decide to whether to: 
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 continue the negotiation, and therefore proceed to the persuasion phase; or 

 conclude the negotiation, which is either: 

– successful if all agents accept the candidate agreement (          ). In 

such case the process proceeds to the settlement phase; or  

– unsuccessful if the candidate agreement is not accepted by all agents and 

they do not continue the negotiation. In this case no agreement is achieved. 

3.3.6 Persuasion 

In the previous phase a set of conflicts/disagreements have been identified (in the 

form of intentional arguments) that were not accepted by at least one participant 

(             ). In this phase each agent tries to persuade the others to accept 

its intentions. For that, each agent exchange arguments supporting its preferred 

extension and arguments attacking the other agents’ preferred extension(s). 

Each agent first selects from its preferred extension a (sub-) set of arguments 

supporting or attacking the arguments existing in              . The selected 

arguments will be exchanged with the opponent agents to persuade them. There 

are two forms of exchanging the arguments: 

1. The arguments are exchanged according to the      and not according to 

     , so the other agents can understand them. Due to the   ,    and    

relations, the transformation of the instances respecting the agent’s EAF to 

the community EAF is straightforward. Thus, arguments represented accord-

ing to the agent’s argumentation model       that cannot be expressed in 

terms of      are not exchanged; 

2. The arguments are exchanged according to the       along with the       

parts that allow the other agent to transform the arguments to     . This ar-

guments exchange method requires that agents have the ability to teach and to 

learn from other agents such that agents may evolve over time their percep-

tion/knowledge. 

Independently of the exchanged method (decided in the Setup phase), at the 

end of this phase, each agent has collected a new set of arguments presented by 

the other negotiating agents (    ). These arguments will be exploited in the In-

stance-Pool Update phase. 

3.3.7 Model Refinement 

This phase concerns the refinement of the community’s argumentation model 

(    ) according to the exchanged arguments and the agents’ argumentation 

models. If the exchange of arguments does not include exchanging parts of the 

agent’s private argumentation model, this phase is more difficult and therefore 

may be skipped.  
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While it is not the aim of this description to present an evolution process of the 

argumentation model, nor the agents’ reasoning process leading to such evolution, 

it is important to emphasize the need to evolve (over time) the community’s ar-

gumentation model according to the agents’ needs. 

3.3.8 Instance-Pool Update 

In this phase, the agent analyzes, processes and possibly reclassifies the      ar-

guments in light of its      . The      arguments that are understood (in the 

light of       or     ) and do not exist in   (     ) are added while duplicat-

ed arguments are discarded. The added arguments are taken into consideration by 

the agent in the next round of proposals. The negotiation process proceeds to the 

Data Acquisition phase. 

3.3.9 Settlement 

The goal of the settlement phase is to transform the candidate agreement into a de-

finitive agreement according to the settlement parameters of   . In that respect, 

this phase is seen as an initiator of a set of transactions that occur after the agreed 

terms are known in order to fulfill the terms.  

The set of transactions varies according to the domain of application and the 

negotiation object (e.g. goods or services) as well as the participating agent. On 

the other hand, in an e-commerce scenario, fulfilling an agreement for selling 

physical goods may imply forwarding the agreement to the logistic and financial 

services. 

4 Experiments 

Since the proposed negotiation approach is domain independent, one needs a do-

main of application to evaluate the proposed argument-based negotiation ap-

proach. We choose to resolve conflicts arising between agents when they are rec-

onciling the vocabulary used in their ontologies. The result of the vocabulary 

reconciliation is a set of correspondences (an alignment) between entities of the 

agents’ ontologies. Such conflicts arise because each agent may have its own per-

spective about what are the best correspondences. The experiments aim to meas-

ure the (i) conflicts resolved and (ii) the improvement produced in the accuracy of 

the agreed alignment, when compared to each agent’s initial alignment.  
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4.1 Setup 

We adopted an empirical approach using: 

 a publicly available set of pairs of ontologies exploited in several ontology 

alignment initiatives (Table 1); 

Table 1. Set of pair of ontologies used in the experiments 

Source Ontology Target Ontology Nr. Correspondences 

animalsA1 animalsB
1
 24 

russia1
1
 russia2

1
 65 

russiaA
1
 russiaB

1
 160 

russiaC
1
 russiaD

1
 135 

sportEvent
1
 sportSoccer

1
 149 

Vehicles1
1
 Vehicles2

1
 4 

onto1012 onto103
2
 97 

onto101
2
 onto104

2
 97 

onto101
2
 onto204

2
 97 

onto101
2
 onto205

2
 97 

onto101
2
 onto221

2
 97 

onto101
2
 onto222

2
 93 

onto101
2
 onto223

2
 97 

onto101
2
 onto301

2
 45 

onto101
2
 onto302

2
 37 

onto101
2
 onto303

2
 32 

onto101
2
 onto304

2
 56 

 

 for each pair of ontologies a widely accepted reference alignment that will be 

used to evaluate the negotiation results. For the sake of brevity and simplicity, 

the results are presented considering the negotiation of all individual align-

ments as just one huge alignment with 1402 correspondences; 

 three agents (A, B and C) with different configurations, including: 

– different EAF models (      
,       

 and       
) extended from a 

common one. These EAF models are illustrated in Fig. 6, Fig. 7 and Fig. 8 

respectively, where grayed arguments refer to the community’s common 

argumentation model; 

– distinct set of matching algorithms (or matchers) were used to collect onto-

logical correspondences which are further used to generate argument-

instances (Table 2, Table 3 and Table 4);  

                                                           
1 Available at http://www.dei.isep.ipp.pt/~pmaio/goals/Ontologies/. 
2 Available at http://oaei.ontologymatching.org/2009/benchmarks/ 
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– based on the   ,    and   , the agents have the capability to reclassified 

internally the argument-instances as depicted in Table 5. Notice that this 

table reflects the agents’ internal and private knowledge, thus an agent 

does not know the reclassification rules of the other agents. 

 

Fig. 6. The argumentation model internally adopted by Agent A 

 

Fig. 7. The argumentation model internally adopted by Agent B 

 

Fig. 8. The argumentation model internally adopted by Agent C 
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The adopted argument instantiation process is described in [12]. It relies on an 

interpretation function that allows transforming a correspondence   (        ) 

provided by a matching algorithm ( ) into a statement-instance   (       ) 

such that           states if the matcher is in favor ( ) or against ( ) the cor-

respondence  . The matcher position is determined based on the thresholds     

and     such that: if       then the matcher is in favor of  , otherwise if       

then the matcher is against  . If the matcher is neither for nor against   the corre-

spondence is ignored. The resulting statement-instance is further concluded by an 

argument-instance based on a set of inferred premise statement-instances. The in-

terpretation functions adopted by agent A, B and C are represented in Table 2, Ta-

ble 3 and Table 4 respectively. 

Table 2. The interpretation function of Agent A 

Matcher Correspondence 

Content 
Statement Type 

Reasoning 

Mechanism 
        

ID Description 

    WNMatcher [13] any LexicalLabelSt Heuristic 1.00 1.00 

    String-distance [14] any SyntaticalLabelSt Heuristic 0.75 0.75 

    V-Doc [14] any LabelSt Heuristic 0.70 0.70 

          (       )
3 any TerminologicalSt Heuristic 0.50 0.50 

    GMO [14] any SuperConceptsSt Heuristic 0.50 0.50 

    Falcon-AO [14] any MatchSt Heuristic 0.70 0.70 

Table 3. The interpretation function of Agent B 

Matcher Correspondence 

Content 
Statement Type 

Reasoning 

Mechanism 
        

ID Description 

     Soundex [15]4 any SoundexLabelSt Heuristic 0.75 0.75 

    WNPlusMatcher [13] any WNLabelSt Heuristic 1.00 1.00 

    BiGram5 any LabelSt Heuristic 0.75 0.75 

          (           )
6 any TerminologicalSt Heuristic 0.60 0.60 

    StructureMatcher [13] any SuperConceptsSt Heuristic 0.70 0.70 

    Sub-hierarchy [18] any SubConceptsSt Heuristic 0.30 0.30 

          (         [19]) any MatchSt Heuristic 0.25 0.25 

                                                           
3 Corresponds to the aggregation of the alignments generated by the input matching algorithms 

through the     function. 
4 Implemented in the SimMetrics project available at http://sourceforge.net/projects/simmetrics/. 
5 Implemented in the SimPack [16]. 
6 Corresponds to the aggregation of the alignments generated by the input matching algorithms 

through the OWA operator [17]. 
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Table 4. The interpretation function of Agent C 

Matcher Correspondence 

Content 
Statement Type 

Reasoning 

Mechanism 
        

ID Description 

    Levenshtein [20] any LabelSt Heuristic 1.00 1.00 

    WNPlusMatcher [13] any LabelSt Heuristic 0.75 0.75 

          (            )7 any TerminologicalSt Heuristic 0.70 0.70 

    Super-hierarchy [18] any SuperConceptsSt Heuristic 0.70 0.70 

    Sub-hierarchy [18] any SubConceptsSt Heuristic 0.70 0.70 

          (        ) any StructuralSt Heuristic 0.70 0.70 

      (      (            )
8 any MatchSt Heuristic 0.25 0.25 

Table 5. Reclassification of statement-instances based on its content 

Agent 
Statement-Content           

Type Matcher LexicalLabelSt SyntaticLabelSt WNLabelSt 

A LexicalLabelSt     - - X 

B WNLabelSt     X - - 

B SoundexLabelSt     - X - 

C LabelSt     X - X 

C LabelSt     - X - 

 

As an example, argument-instances sent by agent A whose conclusion is a 

statement-instance of type LexicalLabelSt that were generated based on a corre-

spondence provided by     are further reclassified by agent B to statement-

instances of type WNLabelSt and, therefore, to argument-instances of type WNLa-

belArg. 

4.2 Results 

Table 6 summarizes and characterizes the automatic alignment of each agent 

before the negotiation process by presenting the (information retrieval) measures 

of Precision, Recall and F-Measure9. Correct correspondences are those that exist 

in the reference alignment. 

                                                           
7 Corresponds to the aggregation of the alignments generated by the input matching algorithms 

through the linear average function. 
8 Corresponds to the global optimization of the input alignment by the Hungarian method [21]. 
9 F-Measure is the harmonic mean of Precision and Recall. 
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Table 6. Agents’ alignment before the negotiation process 

Agent 
Correspondences Accuracy (%) 

Proposed Correct Precision Recall F-Measure 

A 1358 1296 95.4 92.4 93.9 

B 2025 1266 62.5 90.3 73.9 

C 1290 1219 94.5 86.9 90.6 

 

Table 7 summarizes and characterizes the agreed alignment between each pos-

sible pair of agents. 

Table 7. Agreed Alignment between agents 

Agents 
Correspondences Accuracy(%) 

Proposed Correct Precision Recall F-Measure 

A-B 1294 1243 96.1 88.7 92.2 

A-C 1250 1214 97.1 86.6 91.6 

B-C 1387 1234 89.0 88.0 88.5 

 

Table 8 summarizes and characterizes the amount of conflicts addressed during 

the negotiation process and the quality of the occurred persuasion. For each pair of 

agents, the table shows: 

 the amount of conflicts before the negotiation process starts and the amount of 

those conflicts that are about correspondences belonging to the reference 

alignment (R.A); 

 the amount of conflicts that remain to be resolved at the end of the negotiation 

process and the amount of those conflicts that are about correspondences be-

longing to the reference alignment (R.A); 

 the amount of resolved conflicts and the corresponding amount of those con-

flicts that were correctly and badly resolved regarding both the agreed align-

ment and the reference alignment; 

 the rate of persuasion occurred between the agents (i.e. rate of resolved con-

flicts) and the quality of that persuasion.  

Table 8. Conflicts addressed during the negotiation process 

Agents 

Conflicts 
Persuasion (%) 

Initial Remain Resolved 

Total R.A. Total R.A. Total Correct Bad Total Good Bad 

A-B 813 78 308 67 505 487 18 62.1 96.4 3.6 

A-C 200 119 130 90 70 47 23 35.0 67.1 32.9 

B-C 779 75 223 39 556 459 97 71.7 82.6 17.4 
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4.3 Analysis and Discussion 

Regarding the conflicts resolution, the examination of the results shows that the 

proposed negotiation process allows agents to resolve their conflicts. However, as 

it was expected the amount of resolved conflicts depends of the persuasiveness of 

the negotiating agents. In that sense, several levels of persuasiveness were ob-

served (from 35% to 71.7%). Even though, the rate of good persuasion is always 

high since it varies between 67.1% and 96.4%. While these results may depend of 

several and distinct factors, one might conclude that they are independently of the 

amount of resolved conflicts. 

Yet, comparing the initial amount of conflicts about correspondences belonging 

to the reference alignment and the amount of those conflicts that remains when the 

negotiation process ends, it is perceivable that it is very hard for an agent to suc-

cessfully persuade its opponent to change position about a correct correspondence 

proposed by its opponent. 

Comparing the alignment devised individually by the agents with the agreed 

alignment, one might say that agents profit with the argumentation process: 

 agent A agreed two alignments which are, in terms of f-measure, at maximum 

2.3% worse than the one devised by itself; 

 agent B improved its alignment whose f-measure is around 74% to an agreed 

alignment whose f-measure is at least 88%, i.e. an increase of 14%; 

 agent C agreed an alignment with agent B which is, in terms of f-measure, 

around 2% worse than the one devised by itself, but it has improved around 1% 

in the agreed alignment with agent A; 

These f-measure variations happened at the same time that conflicts are re-

solved. Considering that, differences observed in the f-measure of the agreed 

alignments of agent A and C are negligible. On the other hand, the improvement 

achieved by agent B is very significant.  

5 Conclusions 

This paper describes conceptually a novel, generic and domain independent argu-

ment-based negotiation occurring between parts. Thus, it does not speci-

fy/defend/provide any implementation details, such as (i) the agents’ communica-

tion language to adopt, (ii) the exchanging messages, their structure and protocol, 

(iii) the algorithms to be adopted in each task/phase and (iv) the data sources to be 

exploited. While all these dimensions are important, the abstraction proposed by 

the ANP allows: 

 to identify the core notion of argumentation model and its influence on the oth-

er dimensions; 
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 to systematize and organize the phases of a negotiation based on arguments 

from the perspective of an agent and, therefore, the phases become task-

oriented; 

 to clearly identify the actors and their roles in the negotiation process and 

namely on which phases they act and interact; 

 to identify the main blocks of data/information used as input and as output of 

the phases of the process; 

In face of that, the proposed ANP also advocates: 

 an iterative and incremental flow of the results between the phases of the nego-

tiation process; 

 four characteristics to any argumentation model: sharable, reusable, extensible 

and modular; 

 the idea that the negotiation participants have distinct knowledge and perspec-

tives about the domain application being argued/negotiated; 

 that despite the negotiation participants have distinct knowledge and perspec-

tives about the domain application, a part of that knowledge is shared to foster 

the exchanged argument understanding; 

As a consequence, the process is sufficiently generic to be adopted in a wide 

range of domains.  

This paper also suggested the adoption of the Extensible Argumentation 

Framework because, contrary to the abstract argumentation frameworks such as 

AF [4], BAF [5], VAF [6], it comprehends a modeling layer whose content is 

sharable and reusable through its modularity and extensibility features. By adopt-

ing the EAF, agents are able to share an external common argumentation model 

which is further extended internally by each agent to better fit its own needs and 

knowledge. Yet, the common argumentation model may continuously evolve 

along the time profiting from occurring negotiation interaction between agents.  

The proposed negotiation process also promotes the use of argumentation as a 

common formalism either for (i) agents’ internal reasoning and (ii) agents interac-

tions (namely negotiation interactions). 

Experiments in the ontology alignment field show that the adoption of the pro-

posed ANP together with the adoption of the EAF leads to improvements in the 

quality of the agreed ontology alignment when compared with agents’ individual 

ontology alignment while conflicts are resolved. High rates of good persuasion are 

achieved independently of the amount of resolved conflicts.  

An interesting research direction concerns providing agents with the ability (i) 

to learn and improve their argumentation strategies based on their past experiences 

and (ii) to learn (and understand) new arguments used by other agents in order to 

apply in the Community’s Model Refinement phase. 
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