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PREFACE

The problem of semantic alignment - that of two systems failing to understand one another when their 
representations are not identical - occurs in a huge variety of areas: Linked Data, database integration, 
e-science, multi-agent systems, information retrieval over structured data; anywhere, in fact, where 
semantics or a shared structure are necessary but centralised control over the schema of the data 
sources is undesirable or impractical. Yet this is increasingly a critical problem in the world of large 
scale data, particularly as more and more of this kind of data is available over the Web. 

In order to interact successfully in an open and heterogeneous environment, being able to dynamically 
and adaptively integrate large and heterogeneous data from the Web “on the go” is necessary. This may 
not be a precise process but a matter of finding a good enough integration to allow interaction to 
proceed successfully, even if a complete solution is impossible. 

Considerable success has already been achieved in the field of ontology matching and merging, but the 
application of these techniques - often developed for static environments - to the dynamic integration of 
large-scale data has not been well studied. 

Presenting the results of such dynamic integration to both end-users and database administrators - while 
providing quality assurance and provenance - is not yet a feature of many deployed systems. To make 
matters more difficult, on the Web there are massive amounts of information available online that could 
be integrated, but this information is often chaotically organised, stored in a wide variety of data-
formats, and difficult to interpret. 

This area has been of interest in academia for some time, and is becoming increasingly important in 
industry and - thanks to open data efforts and other initiatives - to government as well. The aim of this 
workshop is to bring together practitioners from academia, industry and government who are involved 
in all aspects of this field: from those developing, curating and using Linked Data, to those focusing on 
matching and merging techniques.
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Abstract 

To achieve semantic interoperability, geo-spatial 
applications need to be equipped with tools able to 
understand user terminology that is typically dif-
ferent from the one enforced by standards. In this 
paper we summarize our experience in providing a 
semantic extension to the geo-catalogue of the Au-
tonomous Province of Trento (PAT) in Italy. The 
semantic extension is based on the adoption of the 
S-Match semantic matching tool and on the use of 
a specifically designed faceted ontology codifying 
domain specific knowledge. We also briefly report 
our experience in the integration of the ontology 
with the geo-spatial ontology GeoWordNet. 

1 Introduction 

To be effective, geo-spatial applications need to provide 

powerful search capabilities to their users. On this respect, 

the INSPIRE
1
 directive and regulations [EU Parliament, 

2009; EU Commission, 2009] establish minimum criteria 

for the discovery services to support search within INSPIRE 

metadata elements. However, such services are often limited 

to only syntactically matching user queries to metadata de-

scribing geographical resources [Shvaiko et al., 2010]. In 

fact, current geographical standards tend to establish a fixed 

terminology to be used uniformly across applications thus 

failing in achieving semantic interoperability. For example, 

if it is decided that the standard term to denote a harbour 

(defined in WordNet as “a sheltered port where ships can 

take on or discharge cargo”) is harbour, they will fail in 

applications where the same concept is denoted as seaport.  
As part of the solution, domain specific geo-spatial ontol-

ogies need to be adopted. Unfortunately, existing geo-spatial 
ontologies are limited in coverage and quality [Giunchiglia 
et al., 2010b]. This motivated the creation of GeoWordNet

2
 

- a multi-lingual geo-spatial ontology providing knowledge 
about geographic classes, geo-spatial entities (locations), 
entities’ metadata and part-of relations between them. It 

                                                 
1 http://inspire.jrc.ec.europa.eu/ 
2  A significant part of GeoWordNet is in RDF and freely 

available at http://geowordnet.semanticmatching.org/  

represents a significant improvement w.r.t. the state of the 
art, both in terms of quantity and quality of the knowledge 
provided. As such, it currently constitutes the best candidate 
to provide semantic support to geo-spatial applications. 

One of the purposes of the Semantic Geo-Catalogue 
(SGC) project [Ivanyukovich et al., 2009] - promoted by the 
PAT - was to extend the geographical catalogue of the PAT 
with semantic search capabilities. The main requirement 
was to allow users to submit queries such as Bodies of water 
in Trento, run them on top of the available geographical 
resources metadata and get results also for more specific 
features such as rivers and lakes. This is clearly not possible 
without semantic support.  

In this paper we report our work in providing full support 
for semantic search to the geo-catalogue of the PAT. This 
was mainly achieved by integrating in the platform the S-
Match

3
 semantic matching tool [Giunchiglia et al., 2010a] 

and by adopting a specifically designed faceted ontology 
[Giunchiglia et al., 2009] codifying the necessary domain 
knowledge about geography and including inter-alia the 
administrative divisions (e.g., municipalities, villages), the 
bodies of water (e.g., lakes, rivers) and the land formations 
(e.g., mountains, hills) of the PAT. Before querying the geo-
resources, user queries are expanded by S-Match with do-
main specific terms taken from the faceted ontology. To 
increase the domain coverage of both resources, we inte-
grated the faceted ontology with GeoWordNet. We con-
ducted an evaluation of the proposed approach to show how 
simple queries can be semantically expanded using the tool. 

The rest of this paper is organized as follows. Section 2 
describes the overall system architecture by focusing on the 
semantic extension. Section 3 describes the dataset contain-
ing the locations within the PAT and how we cleaned it. 
Sections 4, 5 and 6 provide details about the construction of 
the faceted ontology, its population and integration with 
GeoWordNet, respectively. The latter step allows support-
ing multiple languages, enlarging the background ontology 
and increasing the coverage of locations and corresponding 
metadata such as latitude and longitude coordinates. Section 
7 provides an evaluation showing the effectiveness of the 
proposed approach. Section 8 provides a generalization of 

                                                 
3 Freely available at http://sourceforge.net/projects/s-match/ 

Extending a geo-catalogue with matching capabilities 


Feroz Farazi 
DISI 

University of Trento 
farazi@disi.unitn.it 

Vincenzo Maltese 
DISI 

University of Trento 
maltese@disi.unitn.it  

Biswanath Dutta 
DISI 

University of Trento 
bisu@disi.unitn.it  

Alexander Ivanyukovich 
Trient Consulting Group S.r.l.  

Trento, Italy 
a.ivanyukovich@trientgroup.it 

 

 

2

http://geowordnet.semanticmatching.org/
http://sourceforge.net/projects/s-match/


the work done for the design of the faceted ontology of the 
PAT in the direction of a faceted ontology for the whole 
world. Section 9 concludes the paper. 

2 The architecture of the geo-catalogue 

The overall architecture is constituted by the front-end, 

business logic and back-end layers as from the standard 

three-tier paradigm [Shvaiko et al., 2010]. The geo-

catalogue is one of the services of the existing geo-

cartographic portal
4
 of the PAT. It has been implemented by 

adapting available open-source tool
5
 conforming to the IN-

SPIRE directive and taking into account the rules enforced 

at the national level. Following the best practices for the 

integration of the third-party software into the BEA ALUI 

framework
6
 (the current engine of the geo-portal), external 

services are brought together using a portlet
7
-based scheme, 

where GeoNetwork is used as a back-end. Fig.1 provides an 

integrated view of the system architecture. At the front-end, 

the functionalities are realized as three portlets for: 

 metadata management, including harvesting, search 

and catalogue navigation functionalities;  

 user/group management, to administer access control 

on the geo-portal;  

 system configuration, which corresponds to the func-

tionalities of the GAST (GeoNetwork's Administrator 

Survival Tool) tool of GeoNetwork. 

                                                 
4
 http://www.territorio.provincia.tn.it/ 

5 GeoNetwork Open Source, http://geonetwork-opensource.org 
6
 http://download.oracle.com/docs/cd/E13174_01/alui/ 

7 http://jcp.org/en/jsr/detail?id=168 

These functionalities are mapped 1-to-1 to the back-end 

services of GeoNetwork. Notice that external applications, 

can also access the back-end services of GeoNetwork.  
The GeoNetwork catalogue search function was extended 

by providing semantic query processing support. To pro-
vide this support we used the S-Match open source semantic 
matching operator. Given two graph-like structures seman-
tic matching operators identify the pairs of nodes in the two 
structures that are semantically similar (equivalent, less or 
more specific), where the notion of semantic similarity is 
both at the node level and at the structure level [Giunchiglia 
et al., 2008]. For instance, it can identify that two nodes 
labeled stream and watercourse are semantically equivalent 
because the two terms are synonyms in English. This allows 
similar information to be identified that would be more dif-
ficult to find using traditional information retrieval ap-
proaches.  

Initially designed as a standalone application, S-Match 
was integrated with GeoNetwork. As explained in [Shvaiko 
et al., 2010], this was done through a wrapper that provides 
web services to be invoked by GeoNetwork. This approach 
mitigates risks of failure in experimental code while still 
following strict uptime requirements of the production sys-
tem. Another advantage of this approach is the possibility to 
reuse this service in other applications with similar needs. 

In order to work properly, S-Match needs domain specific 
knowledge. Knowledge about the geographical domain is 
codified into a faceted ontology. A faceted ontology is an 
ontology composed of several sub-trees, each codifying a 
different aspect of the given domain. In our case, it includes 
(among others) the administrative divisions (e.g., municipal-
ities, villages), the bodies of water (e.g., lakes, rivers) and 
the land formations (e.g., mountains, hills) of the PAT.  
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Metadata  
management 

portlet 

User and group 
management 

portlet 

System 
configuration 

portlet 

Metadata  
management 

web-service 
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Fig. 1 – The architecture of the semantic geo-catalogue 
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The flow of information, starting from the user query to 
the query result, is represented with arrows in Fig.1. Once 
the user enters a natural language query (which can be seen 
as a classification with a single node), the query analysis 
component translates it into a formal language according to 
the knowledge in the background ontology

8
. The formal 

representation of the query is then given as input to the se-
mantic matching component that matches it against the fac-
eted ontology, thus expanding the query with domain spe-
cific terms. The expanded query is then used by the metada-
ta management web-service component to query GeoNet-
work and finally access the maps in the database. 

3 Data extraction and filtering 

The first step towards the construction (Section 4) and popu-

lation (Section 5) of the faceted ontology was to analyze the 

data provided by the PAT, extract the main geographical 

classes and corresponding locations and filter out noisy data. 

The picture below summarizes the main phases. 

 
Fig. 2 – The phases for the dataset processing 

The dataset of the PAT 

The data are available in four files and are gathered from the 

PAT administration. The features file contains the main 45 

geographical classes; the ammcom file contains 256 munici-

palities; the localita file contains 1,507 wards and ward 

parts, that we generically call populated places; the toponimi 

file contains 18480 generic locations (including inter-alia 

villages, mountains, lakes, and rivers). Comune, frazione 

and località popolata are the Italian class names for munici-

pality, ward and populated place respectively. 

Data extraction 

We retrieved the PAT classes, that we call macro-classes, 
from the features file. Each class is associated an id (e.g., 
P110) and an Italian name (e.g., Monti principali). Names of 
the macro-classes need to be refined as they are too generic 
and represent many kinds of locations grouped together. As 

                                                 
8 S-Match uses WordNet by default but it is configurable 

this file lacks classes for the provinces, municipalities, 
wards and populated places, we manually created them. 

We imported all the locations into a temporary database 
by organizing them into the part-of hierarchy province > 
municipality > ward > populated place (and other location 
kinds). The entity representing the Province of Trento is not 
explicitly defined in the dataset but it is clearly the root of 
the hierarchy, so we manually created it. A few locations 
from the files are not connected to any place and therefore 
we directly connected them to the province. Each location 
was temporary assigned to the corresponding macro-class. 

Locations are provided with latitude and longitude coor-
dinates in Cartesian WGS84 (World Geodetic System 1984) 
format, a standard coordinate reference system mainly used 
in cartography, geodesy and navigation to represent geo-
graphical coordinates on the Earth

9
. Since in GeoWordNet 

we store coordinates in WGS84 decimal format, for compat-
ibility we converted them accordingly. 

Filtering 

A few location names are double names, e.g., Cresta di Si-

usi Cresta de Sousc. The first (Cresta di Siusi) is in Italian 

and the second (Cresta de Sousc) is in Ladin. Ladin is a 

language spoken in a small part of Trentino and other Al-

pine regions. The combination of the two is the official 

name of the location in the PAT. In the temporary database, 

we put the Italian and Ladin names as alternative names. 
While importing the entities in the temporary database, 

we found that 8 municipalities and 39 wards were missing 
in the ammcom and localita files respectively, and 35 mu-
nicipalities were duplicated in the ammcom file. We created 
the missing locations and eliminated the duplicates. At the 
end of the importing we identified the objects reported in 
Table 1. 
 

KIND OF OBJECT OBJECTS IMPORTED 

macro-classes 44 

locations 20,162 

part-of relations 20,161 

alternative names 7,929 
 

Table 1. Objects imported in the temporary database 

4 Building the faceted ontology 

As mentioned above, the macro-classes provided by the 

PAT are very generic. This is mainly due to the criteria used 

by PAT during categorization that were based not only on 

type but also on importance and population criteria. With 

the two-fold goal of refining them and determining the miss-

ing semantic relations between them, we analyzed the class 

names and created a multi-lingual faceted ontology.  
Our final goal was to create an ontology that both reflects 

the specificity of the PAT and respects the canons of the 
analytico-synthetic approach [Ranganathan, 1967] for the 

                                                 
9https://www1.nga.mil/ProductsServices/GeodesyGeophysics/

WorldGeodeticSystem/  
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generation of a faceted ontology. A faceted (lightweight) 
ontology [Giunchiglia et al., 2009] is an ontology divided 
into sub-trees, called facets, each encoding a different di-
mension or aspect of the domain knowledge. As a result, it 
can be seen as a collection of lightweight ontologies 
[Giunchiglia and Zaihrayeu, 2009]. 

From macro-classes to atomic concepts 

We started from the 45 macro-classes, which are not ac-

companied by any description. Therefore, by analysing the 

locations contained in the macro-classes, each class was 

manually disambiguated and refined (split, merged or re-

named) and as a result new classes had to be created. This 

was done through a statistical analysis. Given a macro-class, 

corresponding locations were searched in GeoWordNet. We 

looked at all the locations in the part-of hierarchy rooted in 

the Province of Trento having same name and collected 

their classes. Only a little portion of the locations were 

found, but they were used to understand the classes corre-

sponding to each macro-class. The identified classes were 

manually refined. Some of them required a deeper analysis. 
At the end of the process we generated 39 refined classes, 

including the class province, municipality, ward and popu-
lated place previously created. Each of these classes is what 
we call an atomic concept. 

Arrange atomic concepts into hierarchies 

By identifying semantic relations between atomic concepts 

and following the analytico-synthetic approach we finally 

created the faceted ontology of the PAT with five distinct 

facets: antiquity, geological formation (further divided into 

natural elevation and natural depression), body of water, 

facility and administrative division. As an example, below 

we provide the body of water facet (in English and Italian). 

 

Body of water (Idrografia) 

Lake (Lago) 

Group of lakes (Gruppo di laghi) 

Stream (Corso d’acqua) 

       River (Fiume) 

    Rivulet (Torrente) 

Spring (Sorgente) 

Waterfall (Cascata) 

       Cascade (Cascatina) 

Canal (Canale) 

5 Populating the faceted ontology 

Each location in the temporary database was associated a 

macro-class. The faceted ontology was instead built using 

the atomic concepts generated from their refinements. In 

order to populate the faceted ontology, we assigned each 

location in the temporary database to the corresponding 

atomic concept by applying some heuristics based on the 

entity names. As first step, each macro-class was associated 

to a facet. Macro-classes associated to the same facet consti-

tute what we call a block of classes. For instance, the macro-

classes from P110 to P142 (11 classes) correspond to the 

natural elevation block, including inter-alia mountains, 

peaks, passes and glaciers. Facet specific heuristics were 

applied to each block. 
For instance, entities with name starting with Monte were 

considered as instances of the class montagna in Italian 
(mountain in English), while entities with name starting 
with Passo were mapped to the class passo in Italian (pass 
in English). The general criterion we used is that if we can 
successfully apply a heuristic then we classify the entity in 
the corresponding (more specific) class otherwise we select 
a more generic class, that is the root of a facet (same as the 
block name) in the worst case. For some macro-classes we 
reached a success rate of 98%. On average, nearly 50% of 
the locations were put in a leaf class thanks to the heuristics.  

Finally, we applied the heuristics beyond the boundary of 
the blocks for further refinement of the instantiation of the 
entities. The idea was to understand whether, by mistake, 
entities were classified in the wrong macro-class. For in-
stance, in the natural depression block (the 5 macro-classes 
from P320 to P350), 6 entities have name starting with 
Monte and therefore they are supposed to be mountains in-
stead. The right place for them is therefore the natural ele-
vation facet. In total we found 48 potentially bad placed 
entities, which were checked manually. In 41.67% of the 
cases it revealed that the heuristics were valid, in only 
8.33% of the cases the heuristics were invalid and the rest 
were unknown because of the lack of information available 
on the web about the entities. We moved those considered 
valid in the right classes. 

6 Integration with GeoWordNet 

With the previous step the locations in the temporary data-

base were associated to an atomic concept in the faceted 

ontology. The next step consisted in integrating the faceted 

ontology and corresponding locations with GeoWordNet. 

Concept integration 

This step consisted in mapping atomic concepts from the 

faceted ontology to GeoWordNet concepts. We automated 

the disambiguation process with a little amount of manual 

intervention. Basically, we first manually identified the con-

cept corresponding to the root of each facet - that we call the 

facet concept - and then we restricted the matching of the 

atomic concepts in the facet to the sub-tree rooted in the 

facet concept in GeoWordNet. For instance, we restricted 

the matching of mountain to only those concepts more spe-

cific than natural elevation. If a candidate was found the 

corresponding concept was selected, otherwise a more gen-

eral concept, i.e. a suitable parent, was searched. If neither 

the concept nor the parent was identified, we went for man-

ual intervention. 

Entity matching and integration 

Two partially overlapped entity repositories, the temporary 

database built from the PAT dataset (i.e. the populated fac-

5



eted ontology) and GeoWordNet, were integrated. The PAT 

dataset overall contains 20,162 locations. GeoWordNet con-

tains nearly 7 million locations from all over the world, in-

cluding some locations of the PAT. We imported all but the 

overlapping entities from the temporary database to Ge-

oWordNet. We also automatically generated an Italian and 

English gloss for each entity. We used several rules, accord-

ing to the language. In order to detect the duplicates we ex-

perimented different approaches. We found that in order to 

maximize accuracy two entities must match only if they 

have same name, coordinates, class, parent entities, children 

entities and alternative names. We allowed a tolerance in 

matching the coordinates of +/- 0.05, corresponding to +/- 

5.5 Km. Note that while matching classes, we took into ac-

count the subsumption hierarchy of their concepts. For in-

stance, Trento as municipality in the PAT dataset is matched 

with Trento as administrative division in GeoWordNet be-

cause the former is more specific than the latter.  

7 Evaluation 

In order to improve the results associated to a user query, S-

Match is used to match terms in the query with the faceted 

ontology. The background knowledge used for the matching 

is WordNet, but the tool is developed in such a way to allow 

substituting it with any other ontology. The matching terms 

are used to enrich those in the query thus obtaining a seman-

tic query expansion. It is expected that such richer queries, 

given in input to GeoNetwork, would return a higher num-

ber of results. To prove the effectiveness of the approach 

followed, in Table 2 we provide some examples of queries 

and the terms in their extension. 

 

Query Terms identified by S-Match 

Watercourse Rivulet, Stream, River 

Falls Cascade, Waterfall 

Elevation Natural elevation, Mountain, Highland, 

Glacier, Mountain range, Peak, Hill 

Mount Mountain pass, Mountain, Mountain 

range 

Installation Milestone, Hut, Farm, Highway, Rail-

way, Road, Street, Transportation sys-

tem, Provincial Road, Facility, Shelter 

Water Rivulet, Waterfall, Cascade, River, 

Body of water, Stream, Spring, Canal, 

Group of lakes, Lake 

Transportation 

facility  

Transportation system, Road, Street, 

Provincial Road, Milestone, Railway, 

Highway 

Reef  

 

Table 2. Some query expansion results 

 
The last example shows how typing the query reef would 

not produce any result. This depends on the fact that the 

faceted ontology strictly codifies the local specificities of 
the Province of Trento that does not present any marine en-
vironment (it is a mountain region far from the sea). In all 
the other cases it is evident how S-Match identifies semanti-
cally related terms (synonyms, less or more specific terms). 

Table 3 shows real results in terms of documents found. 
The portal actually interacts with the users in Italian. The 
Italian query is translated in English, matched with the fac-
eted ontology and, once processed, results are given back in 
Italian. Only terms matching with at least one document are 
returned. For instance, the query for tracking returns only 
pista (track) and ponte (bridge), since no documents are 
available in the repository for the term tracking.  

 

Query Expansion (with number of documents) 

foresta foresta (119), bosco (14) 

fiume fiume (18), alveo (16) 

lago lago (4), laghi (20) 

strada strada (14), strada provinciale (5) 

connessione connessione (3), ponte (6) 

paese località (15), provincia (348), città (4), 

comune (952), frazione (2), centri abitati 

(16) 

tracking pista (5), ponte (6) 

 

Table 3. Some query expansion results 
  

Note that by populating the ontology with locations and 
taking into account the part-of relations between them, also 
location names can be expanded. For instance, by providing 
the information that Povo is an administrative division in 
Trento it is possible to expand the term Trento with Povo. 
However, providing this support was out of the scope of the 
SGC project. 

8 Extending the faceted ontology   

The work done with the PAT for the construction of the 
faceted ontology can be generalized to cover the whole 
world. We recently worked on a methodology - mainly in-
spired by the faceted approach - and a minimal set of guid-
ing principles aimed at modeling the spatial domain (and in 
general any domain) and at building the corresponding 
background knowledge taking into account the classes, the 
entities, their attributes and relations [Dutta et al., 2011]. 
We consider classes, relations, and attributes as the three 
fundamental components, or categories, of any domain. In 
this approach, the analysis of the domain allows the identifi-
cation of the basic classes of real world objects. They are 
arranged, per genus et differentia (i.e. by looking at their 
commonalities and their differences), to construct the facets, 
each of them codifying a different aspect of the domain at 
hand. This allows being much more rigorous in the defini-
tion of the domain and its parts, in its maintenance and use 
[Giunchiglia et al., 2009].  
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We selected the classes from GeoWordNet and arranged 
them into 8 facets, each of them further divided into sub-
facets: region, administrative division, populated place, fa-
cility, abandoned facility, land, landform and body of water. 

The spatial relations we propose extend those in [Pullar 
and Egenhofer, 1988]. In addition to the standard direction, 
topological, ordinal, distance and fuzzy relations, we extend 
them by including relative level (e.g. above, below), longi-
tudinal (e.g. in front, behind), side-wise (e.g. right, left), 
position in relation to border or frontier (e.g. adjacent, over-
lap) and other similar relations. We also consider functional 
relations. For example, in the context of lakes, primary in-
flow and primary outflow are two important relations. 

An attribute is an abstraction belonging to or a character-
istic of an object. This is a construct through which objects 
or individuals can be distinguished. Attributes are primarily 
qualitative and quantitative in nature. For example, we may 
mention depth (of a river), surface area (of a lake), length 
(of a highway) and altitude (of a hill). For each of these at-
tributes, we may have both qualitative and quantitative val-
ues. We store the possible qualitative values in the back-
ground knowledge. This provides a controlled vocabulary 
for them. They are mostly adjectives. For example, for 
depth (of a river) the possible values are {wide, narrow}. 
Similarly, for altitude (of a hill) the possible values are 
{high, low}. We also make use of descriptive attributes. 
They are used to describe, usually with a short natural lan-
guage sentence, a specific aspect of an entity. Typical ex-
amples are the history (of a monument) or the architectural 
style (of a building) or any user defined tag. 

Our space domain overall includes 845 classes, 70 rela-
tions and 35 attributes. In comparing it with existing geo-
spatial ontologies, like GeoNames and TGN, our space do-
main is much richer in all its aspects. Further details can be 
found in [Dutta et al., 2011]. 

9 Conclusions 

We briefly reported our experience in providing a semantic 

extension to the geo-catalogue of the PAT. S-Match, once 

integrated with GeoNetwork, performs a semantic expan-

sion of the query using a faceted ontology codifying the 

domain knowledge about geography of the PAT. This al-

lows identifying information that would be more difficult to 

find using traditional information retrieval approaches. 
To mutually increase their coverage, we have also inte-

grated the faceted ontology with GeoWordNet. At this pur-
pose we had to match their concepts and entities. The 
matching of the concepts was done by focusing on one facet 
at a time. The entity matching criteria needed to be tuned to 
maximize accuracy. We also briefly reported the methodol-
ogy that we use to build domains and how we applied it to 
the space domain on top of GeoWordNet. 
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Abstract

Folksonomies, often known as tagging systems,
such as the ones used on the popular Delicious or
flickr websites, use a very simple knowledge or-
ganisation system. Users are thus quick to adopt
this system and create extensive knowledge anno-
tations on the Web. However, because of the sim-
plicity of the folksonomy model, the semantics of
the tags used is not explicit and can only be inferred
from the context of use of the tags. This is a bar-
rier for the automatic use of such knowledge organ-
isation systems by computers and new techniques
have to be developed to extract the semantic of the
tags used. In this paper we discuss an algorithm
to detect new senses of terms in a folksonomy; we
also propose a formal evaluation methodology that
will enable to compare results between different ap-
proaches in the field.

1 Introduction
Folksonomies are uncontrolled knowledge organisation sys-
tems where users can use free-text tags to annotate resources.
They create a network of user-tag-resource triplets that en-
codes the knowledge of users [Mika, 2007]. However, be-
cause they are based on the use of free-text tags, folksonomies
are prone to language ambiguity issues as there is no for-
malisation of polysemy/homography (where one tag can have
multiple senses) and synonymy (where multiple tags can have
the same sense) [Golder and Huberman, 2006]. This lack of
explicit semantics makes it difficult for computer algorithms
to leverage the whole knowledge provided by the folksonomy
model.

While there are existing Word Sense Disambiguation
(WSD) algorithms in the state of the art, they are not com-
pletely adapted to folksonomies. WSD algorithms use an ex-
isting vocabulary to link terms (in our case tags) to concepts,
thus discovering the semantics of the tags used. However, as
shown in [Andrews et al., 2011], a standard a structured vo-
cabulary such as WordNet [Miller, 1998] covers less that 50%

∗This work has been partially supported by INSEMTIVES
project (FP7-231181, see http://www.insemtives.eu).

of the terms used by the users of the folksonomy. This hap-
pens because of the dynamic nature of folksonomies where
new concepts and terms appear quickly. To tackle this issue,
sense induction algorithm are being developed [Garcı́a-Silva
et al., 2010] to detect new concepts and extend the existing
vocabularies.

While the computer does not “know” the actual meaning
of the free-text tag used, the users always know the mean-
ing they wanted to use when they tagged a resource. So if
they tagged a bookmark with “java”, in their mind, at the
time of tagging, they knew exactly if they meant the “indone-
sian island” or the “programming language”. This principle
has already been widely illustrated in the automatic ontology
building field where social network analysis methods were
introduced [Garcı́a-Silva et al., 2010] to extract the so-called
“emergent semantics” [Aberer et al., 2004].

In this article, we discuss our approach to the detection
of new concepts in folksonomies and how it differs from the
state of the art by enabling the detection of homographs (see
Sections 2 and 3). Because the state of the art also lacks a
formalised evaluation methodology, we discuss in Section 4 a
possible approach for a comparable and reproducible evalua-
tion. While we are currently applying this evaluation method-
ology to the algorithm we introduce, we are not reporting re-
sults in this paper as they are not yet available.

2 Sense Induction
The method used to extract the semantics from folksonomies
is what is called tag clustering and its principle is based
on machine learning clustering algorithms [Xu and Wunsch,
2005]. This clustering is based on the principle that similar
tags will have the same meaning and can thus be attached to
the same “concept” in the created vocabulary. For instance, if
the algorithm finds out that “opposition” and “resistance” are
similar, then it can associate it to one concept for that mean-
ing. One of the main issues is thus to compute the similarity
between tags to run the clustering algorithms that will attach
similar tags together. To do this, all the methods available
currently use a mix of measures based on the collocation of
tags on resources and their use by users. If two tags are often
used by the same user on different resources or by different
users on the same resource, then they can be considered sim-
ilar [Garcı́a-Silva et al., 2010].
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This assumption on the computation of the similarity of
tags is, in our opinion, one of the first weak points of these
approaches as it makes the assumption that one tag can only
have one meaning. Thus these algorithms can find synonyms
of the most popular sense but cannot deal with the polysemy
of the words. For example, if the tag “java” is collocated with
“indonesian island” on 200 resources and with “programming
language” on 1000 resources, then it will be considered to be
similar to the latter and the fact that it has a second meaning
is lost. However, [Zhang et al., 2006] show that tags are of-
ten ambiguous in folksonomies (their study is also based on
Delicious1) and can bare more than one meaning. In the al-
gorithm we propose, we add an extra step to the clustering to
first identify the diverse senses of polysemous tags and in the
following clustering steps, we do not consider tags directly,
but the unique senses that they can take (see Section 3).

3 Algorithms
We propose to adopt a parametric based clustering approach
slightly different from the standard KMeans and KNN algo-
rithms that are often discussed in the state of the art of ontol-
ogy construction from folksonomy (see, for a review [Garcı́a-
Silva et al., 2010]). In fact, these algorithms, while being the
most popular in the clustering field, are not well tailored to
our application domain as they take as an input-parameter the
number of expected clusters (the K in the name). The state of
the art approaches on ontology building from folksonomies
cluster all the tags together to find all the concepts that they
represent (see figures two and four in the review of Garcia-
Silva et al. [Garcı́a-Silva et al., 2010]). In this case, they can
optimise the K parameter to find the best overall number of
clusters for their dataset. However, in our approach, we have
added an extra step where clustering is applied to detect the
different senses in which one tag can be used. In this case, we
cannot find an overall optimal value for the number of clus-
ters to look for as each term might have a different number of
senses.

Thus, we need to use a clustering algorithm that can work
without this parameter as input. We use the DBScan algo-
rithm [Ester et al., 1996] to do a density based clustering.
This approach to clustering has various advantages for our
application:

• it does not require as input the number of clusters to be
found. Instead it takes two parameters: ε, the minimum
distance between two items to put them in the same clus-
ter and m the minimum number of items in a cluster.
ε is easier to optimize in our use case than to compute the
K parameter as we can find it by studying the accuracy
of each clustering step as discussed in Section 4.

• while the KMean and KNN algorithms assign all items
in the clustering space to a cluster, the DBScan algo-
rithm can decide that some of the items to be clustered
are noise and should not be considered. This is very im-
portant in our application domain as it allows for leaving
out very personal or subjective uses of a term that might

1http://www.delicious.com

not be aligned with the rest of the community under-
standing of the term; and
• the DBScan algorithm can detect clusters that have more

complex “shapes” than the standard hyperspherical clus-
ters returned by vector quantization based clustering
such as the KMeans and KNN [Xu and Wunsch, 2005].

While there is already some research done on diverse sim-
ilarity measures applicable to concept detection and learning
in the Natural Language Processing field (for instance [Al-
fonseca and Manandhar, 2002a] or [Jamoussi, 2009]), the
existing clustering techniques discussed in the folksonomy
field are only considering raw collocation counts (of tags, re-
sources or users) as a similarity measure between tags. For in-
stance, [Alfonseca and Manandhar, 2002a] proposes to com-
bine four different measures to compute sense similarities:
the topic signature, the subject signature, the object signature
and the modifier signature. While most of these measures
can only be applied to textual documents as they require to
know noun-verb relationships in a sentence, the topic signa-
ture is interesting in the domain of folksonomy where one of
the only context we have for computing the distances is the
list of collocations. However, these collocations can be con-
sidered and weighted in different ways and [Jamoussi, 2009]
points out that simple vector distances or cosinus distances
between topic signatures are not always powerful enough.
The authors show that information based measures – such as
the Kullback-Leibler divergence of word distribution, the mu-
tual information – can be used to have more powerful mea-
sures of semantic distances between concepts based on the
Distributional Semantics principles [Lin, 1998]. The authors
of [Weinberger et al., 2008] have proven that this measure
can be applied with success to the domain of folksonomies to
disambiguate tag senses.

For the algorithm that we discuss in this section we use
clustering algorithms relying on distance measures between
User-Resource pair and between tag senses. We are currently
experimenting with different measures, from the standard tag
collocation measures proposed in the current state of the art to
the more advanced distributional measures described above.

Figure 1: Sense-User-Bookmark Tripartite graph

To enrich the structured vocabulary with a new concept
from a free-text tag, we propose to do the concept detection
in three stages:

1. For each tag, we cluster the user-resource bipartite graph
that are attached to this tag. By doing so, as was hinted
by [Au et al., 2007], we discover the different mean-
ings of the tag. By considering each cluster to be a tag
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a)

DN−K ≤ DN−H

DN−K < 1
ρ ×DK−H

CK and CN are “synonymous”

b)

DN−K ≤ DN−H

DN−K ≥ 1
ρ ×DK−H

CK is more general of CN

c)

DN−K > DN−H

CN will be compared to CH1,

recuresivelly applying steps

a), b) and c)

Figure 2: Decisions to Extend the Concept Taxonomy

sense, we replace the tag in the user-resource-tag tripar-
tite graph by its senses and the tripartite graph becomes
a user-resource-sense graph as illustrated in Figure 1. In
this way, if we consider our previous example, the tag
“java” will be split in two senses: java-1, similar to
“indonesian island” and java-2, similar to “program-
ming language”.

2. We then apply the same principle as the one discussed
in the state of the art on the user-resource-sense tripar-
tite graph to cluster similar senses together (see [Garcı́a-
Silva et al., 2010] for a review).

3. Once the tag senses have been clustered together, we
identify new concepts for each of the clusters. This pro-
cess is equivalent to finding the relation (in particular
hypernym/hyponym relations) of the new concept (rep-
resented by the cluster of tag senses) in the structured
vocabulary. This can be achieved by applying a hier-
archical classification approach similar to the one pro-
posed in [Alfonseca and Manandhar, 2002a]. In their
approach to ontology building, they consider a similar-
ity measure between a known concept Ck in the vocab-
ulary and a new concept Cn. If the distance between
these two concepts is smaller than the distance between
Cn and any of the hyponyms of Ck, then Cn is consid-
ered to be the hyponym of Ck. Otherwise, they continue
the search down the conceptual hierarchy. We alter this
approach by splitting it in three cases as we believe that
there can also be cases in which the new concepts Cn

are actually synonyms of an existing concept Ck. The
updated solution is as follows:

• if the new concept Cn is closer to the existing con-
cept Ck than to any of the its hyponyms, but much
more – this is defined by the parameter ρ as defined
in Figure 2a) – similar to Ck than any of its hy-
ponyms, then it is most likely that Cn is a synonym
of Ck (Figure 2a)2);
• if the new concept Cn is closer to the existing con-

cept Ck than to any of the its hyponyms, but not

2where Di−j is the distance between Ci and Cj .

Figure 3: Example of taxonomy, an unknown relevant con-
cept uj , its correct generalisations gj and the generalisations
proposed by three hypothetical algorithms hik

much more similar to Ck than any of its hyponyms,
then it is most likely that Cn is more specific than
Ck (Figure 2b));

• if the new concept Cn is closer to the a hyponyms
of Ck than Ck, then we recursively apply these
three steps to this most similar hyponym (Fig-
ure 2c));

We apply this search procedure on our structured vocab-
ulary (in our case WordNet), starting from the root of its
conceptual is-a hierarchy.
This approach is parametric as it depends on the value of
ρ, which specifies the threshold to decide if a new con-
cept is more specific than an existing concept or is just
a synonymous. This parameter will be different depend-
ing on the specific application domain and will decide
how much specific the structured vocabulary will get.

We are currently running evaluations to show the behaviour
of these algorithms with different values of the ε, m and ρ
parameters and will report on these in future publications.

4 Evaluation Methodology
While there is existing research on the automatic construction
of ontologies from folksonomies, [Garcı́a-Silva et al., 2010]
points out that there is not yet any agreed evaluation dataset.
In fact, from our knowledge of the state of the art approaches,
there is not yet an appropriate evaluation methodology in the
field. This is mostly due to the lack of a gold standard evalu-
ation dataset and thus the evaluation of the existing methods
were often only evaluated “subjectively” [Lin et al., 2009]
by checking manually some extracted clusters, thus only pro-
viding anachronyc results that cannot be compared or repro-
duced [Garcı́a-Silva et al., 2009; Van Damme et al., 2007;
Specia and Motta, 2007].

However, as pointed out earlier, the NLP field has already
tackled the issue of concepts extraction from text and has con-
sidered different evaluation measures for this task. [Alfon-
seca and Manandhar, 2002b] describes the evaluation prob-
lem as follows:

Let us suppose that we have a set of unknown con-
cepts that appear in the test set and are relevant for a
specific domain: U = {u1, u2, . . . , un}. A human
annotator has specified, for each unknown concept
uj , its maximally specific generalisations from the
ontology: Gj = {gj,1, gj,2, . . . , gj,mj}.
Let us suppose that an algorithm decided that
the unknown concepts that are relevant are C =
{c1, c2, . . . , cl}. For each Ci, the algorithm has to
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provide a list of maximally specific generalisations
from the ontology: Hi = {hi,1, hi,2, . . . , hi,pi}.
(See Figure 3, adapted from [Alfonseca and Man-
andhar, 2002b])

From this definition, a number of evaluation metrics can be
computed:
Accuracy the amount of correctly identified maximally spe-

cific generalisations,
Parsinomy the amount of concepts for which a correct set of

generalisations is identified,
Recall the amount of concepts that were correctly detected

and to which at least one relevant maximally specific
generalisation was found,

Precision the ratio of concepts that were correctly attached
to their maximally specific generalisations to the total of
concepts identified

Production the amount of proposed maximally specific gen-
eralisations per concept.

Learning Accuracy the distance, in the concept hierarchy,
from the concept proposed placement to its true place-
ment (from [Hahn and Schnattinger, 1998]).

As can be seen from these proposed measures, a gold stan-
dard needs to be available that provides the “maximally spe-
cific generalisations” (Gj) for each concept (U ). Alfoncesca
and Manandhar [Alfonseca and Manandhar, 2002b] use a
dataset of textual documents that is manually annotated for
this purpose. However, we need to evaluate the algorithm
within a folksonomy and thus we use the dataset described
in [Andrews et al., 2011] (the tags2con dataset) as it provides
a manually validated disambiguation for each tag in a subset
of the Delicious folksonomy. The tags2con dataset is a col-
lection of bookmarks from the Delicious website for which
each free-text tag associated to the bookmarks has been man-
ually disambiguated to its corresponding concept in a struc-
tured vocabulary, in this case WordNet.

The measures listed above can be computed on this dataset
by applying a leave one out approach to the evaluation. That
is, we iterate through all tag annotations already linked to a
concept in the gold standard; we “forget” the senses of one tag
at a time and apply the algorithm on this tag; we then compare
the detected senses and their new place in the taxonomy for
this tag to the actual sense that the gold standard defines.

While this is a possible evaluation procedure to evaluate the
final output of the whole algorithm, the current dataset is not
in a form that allows for the evaluation of the intermediate re-
sults. In particular, to optimise the ε and m parameters of the
clustering steps, we have to be able to evaluate independently
the accuracy of each stage of the algorithm. In the same way,
we need to be able to evaluate the distance metrics used and
compare different approaches. For this, we need a cluster-
ing gold standard, that provides the “true cluster” (class) of
each user-resource pairs in the dataset so that we compare the
found clusters to this gold standard results. In the following
paragraphs we discuss a strategy to generate such a clustering
gold standard.

When building the gold standard (GSj) we want to auto-
matically generate the set of unknown concepts (U and Ci) to

Figure 4: Validated Data

Figure 5: One Possible Test Set

be clustered, their classes, and the maximally specified gen-
eralization Gj . In order to do so, we perform the following
steps:

1. we define Gj to be a concept in our Structured Vocabu-
lary (SV) for which there is more than one hyponym that
has more than one manually validated associated term in
the annotation. In the example in Figure 4, the concept
G1 =“being, organism” has two hyponyms (“person”
and “parasite”) that contain more than one annotation
attached to them, also the concept G2 =“body of wa-
ter” has two two hyponyms (“ocean” and “river”) that
have more than one annotation attached to it. Each of

Figure 6: Another Possible Test Set Generated from a Higher
Concept in the CV

11



GSk C, U Gj Clusters and new concepts

GS1
being,organism C = U = {person, parasite} G1 = {“being, organism”} person = 〈U,R〉1, 〈U,R〉2

parasite = 〈U,R〉3, 〈U,R〉4, 〈U,R〉5

GS2
bodyofwater C = U = {ocean, river} G2 = {“body of water”} ocean = 〈U,R〉6, 〈U,R〉7, 〈U,R〉8

river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11

GS3
entity C = U = {person, parasite, ocean, river} G3 = {“entity”}

person = 〈U,R〉1, 〈U,R〉2
parasite = 〈U,R〉3, 〈U,R〉4, 〈U,R〉5
river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11
river = 〈U,R〉9, 〈U,R〉10, 〈U,R〉11

Table 1: Resulting gold standards GSk for the evaluation of the sense induction algorithm.

the complying concepts (“being, organism” and “body
of water”) will generate a set of clusters for the gold
standard datasets GS1

being,organism and GS2
bodyofwater.

2. we “forget” momentarily that each of the hyponyms of
Gj exist. Since for each of these children Ci we know
their corresponding annotations, we create a class for
each deleted concept, and define the boundary of the
GSk clusters to these particular classes. In our exam-
ple in Figure 5, we can see that two gold standards have
been created: GS1 for “being, organism” and GS2 for
“body of water”, each of them containing two clusters
(one for each deleted concept).

3. Starting from the leaves, we recursively repeat the pro-
cess by further “forgetting” concepts higher in the hier-
archy and thus creating more gold standard sets of in-
creasing difficulty as the higher we go in the hierarchy,
the more classes will be created in GSk. In our exam-
ple in Figure 6, we further “forget” the concepts “being,
organism” and “body of water” and create another gold
standard GS3 for “entity”, creating four clusters.

If we apply the above mentioned process on the dataset
depicted in Figure 4 we obtain three GS datasets as shown
in Table 1. When using the tags2con dataset [Andrews et
al., 2011], we have 4 427 gold standard annotations repre-
senting manually validated user-bookmark-tagsense triplets,
from these we build 857 different GS at various depth of the
WordNet is-a graph. We are currently running the evaluation
of different distances on this gold standard.

The purpose of each gold standard GSk is twofold:

1. Evaluate Step one of the sense induction algorithm pre-
sented in the previous Section 3, where the input is a
set of free-text tags C and the output is a set of clusters
of similar tags that represent a new concept. In our ex-
ample in Figure 4, we would be calling the clustering
algorithm with each of the gold standard GSk. Then, to
compute the accuracy of the clustering, we compare the
produced resultsHi with the classes of the gold standard
with standard cluster evaluation metric such as Purity,
Accuracy and Precision/Recall [Amigó et al., 2009].

2. Considering that we know the parent concept Gj for
each gold standard GSk, we also evaluate Step three of
the sense induction algorithm where for each cluster pro-
duced, a new concept also has to be added to the SV as

more specific than an existing concept in the SV. The
generalisations in the SV discovered by the algorithm
(Hi) is be compared to the one given in the gold stan-
dard (Gj). In our example in Figure 4, if we pass GS1

to the algorithm, it should create concepts for “person”
and “parasite”, and put them as hyponyms of “being, or-
ganism”.

5 Results
Using the methodology described in the previous section, we
have run a set of preliminary evaluation for the first step of
the algorithm using different clustering distances found in the
state of the art.

To compute the minimum baseline, we perform random
runs where a random number of clusters between one and the
number of instances is selected and each instance is assigned
randomly to one of these cluster. The mean F-measure on one
thousand runs is of 25.8%3.

In the state of the art, the number of collocated tags be-
tween bookmarks, and the number of users using a tag are
most often used to compare bookmarks or tags. We have thus
started by evaluating these distance measures to establish the
state of the art baseline. When using only tag collocation,
the first step clustering algorithm can achieve a maximum F-
measure of 59.7%4. The user collocation measure achieves a
very similar result with a maximum F-measure of 59.1%5, we
can however see that the distribution between precision and
recall of these two approaches is quite different.

We are currently running evaluations for the other steps of
the algorithm and with more complex distance measures that
should improve on the naive tag collocation approaches.

6 Conclusion and Future work
We have presented a novel approach to detect concepts in a
folksonomy. Our approach is an extension to the state of the
art that adds a method to detect polysemous/homograph tags
and assign them to different senses. Because of the – ac-
knowledged – lack of standard evaluation methodology in the
state of the art, we also propose a new methodology for eval-
uating sense induction in a folksonomy and building datasets
to run such evaluation.

3SD = 27.9%; Precision=42.2%, Recall=29.2%.
4Precision=59.4%, Recall=63.4%.
5Precision=64.8%, Recall=40.1%.
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We are currently running evaluations of different distance
metrics and parameters to our algorithms by applying the pro-
posed evaluation methodology described here and will report
on results of this new approach in upcoming publications6.
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[Amigó et al., 2009] Enrique Amigó, Julio Gonzalo, Javier
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Abstract

We initiate research into a generic theory of diagno-
sis of faulty ontologies. The proposals are based on,
but generalise, our experience with the GALILEO
and ORS systems. We make some initial simplify-
ing assumptions, which we hope will not restrict
the application of the proposals to new areas. In
particular, we look at repairing faulty ontologies
where the fault is revealed by an inference failure
and the repair is implemented by a signature and/or
theory morphism. More concretely, we focus on
situations where a false conjecture has been proved.
Diagnosis consists of constructing a morphism by
analysis of failed inference. It is assumed that an
oracle is available that can answer (and sometimes
ask) questions, but whose own ontology is other-
wise inscrutable.

1 Introduction
This paper builds on our experience of two systems for on-
tology evolution: ORS and GALILEO. Both systems start with
a potentially faulty logical theory representing some knowl-
edge. We will use the word ontology to describe such logical
theories. As a result of inference failure, these ontologies are
shown to be faulty. The fault is then automatically diagnosed
and the faulty ontology is then repaired. We will try to gener-
alise from the experience of these two systems to construct a
generic theory of diagnosis of faulty ontologies.

ORS (Ontology Repair System) evolves planning ontolo-
gies [McNeill and Bundy, 2007]. In its domain a planning
agent (PA) constructs plans from the services provided by ser-
vice providing agents (SPAs). The PA represents these ser-
vices with STRIPS-like operators. If the plan fails on exe-
cution then this indicates that the PA’s representation of the
SPA’s services is faulty. ORS diagnoses the fault and repairs
the PA’s ontology. Repairs can be either to the theory or to the
language. An example of a theory repair is inserting a missing
precondition in a STRIPS operator e.g., an SPA issuing travel

∗Thanks to Liwei Deng and an anonymous referee for feedback
on an earlier draft and to my research group for feedback during a
seminar.

visas might require the PA to possess some additional docu-
mentation that it wasn’t initially aware that it needed. An ex-
ample of a language repair is adding an additional argument
to a predicate, e.g., refining a proposition asserting that the
PA must provide a photograph by specifying its size with the
additional argument. The PA then replans with the repaired
ontology. Several repairs may be required to form a plan that
will execute successfully.

GALILEO (Guided Analysis of Logical Inconsistencies
Leads to Evolved Ontologies) evolves ontologies represent-
ing physics theories [Bundy and Chan, 2008]. In its domain
the predicted value of a physical function may be inferred
to differ from its observed value. GALILEO represents the
world with multiple ontologies, e.g., one for the theory and
another for an experiment. These ontologies are locally con-
sistent, but can be globally inconsistent. Different patterns
of divergence and repair are represented in ontology repair
plans (ORP)s. If an ORP’s trigger pattern is matched then
an appropriate repair is executed. Repairs include: splitting
one concept into many, merging several concepts into one,
adding a dependence on a hidden variable, or making a con-
cept independent of a variable. For instance, an anomaly in
the orbital velocity of spiral galaxies might suggest splitting
the concept of matter into regular visible matter, dark matter
and total matter.

An ontology is a pair 〈Σ, A〉, where:

• Σ is the ontology’s signature, which defines its lan-
guage. It consists of a set of type declarations for the
concepts in the ontology.

• A is the ontology’s axioms, which define its theory. It
consists of a set of formulae asserted to be true.

The type declarations and formulae are expressed in a logic
L. We will represent the repair of a source ontology O as the
target ontology ν(O), defined as:

ν(O) ::= 〈νσ(Σ), να(A)〉

where νσ is a signature morphism and να is a theory mor-
phism. These morphisms are meta-level functions that de-
scribe how to repair the source signature/axioms to form the
target ones.

The logic of ORS is KIF, an extended, typed, classical first-
order logic. Its signature consists of type declarations for its
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predicates and constants. Its axioms are (a) the STRIPS op-
erators and (b) propositions describing its beliefs about its
environment.

The logic of GALILEO is simply-typed lambda calculus, a
form of higher-order logic. Its ontology’s signature’s con-
sists of type declarations of functions describing the physical
world and its attributes. Note that higher-order functions are
required to represent force fields, calculus operations, astro-
nomical orbits, etc. Its ontology’s axioms include mathemat-
ical theorems, physical laws, experimental observations, etc.

2 Types of Ontological Fault
ORS and GALILEO have the following common operations:

• identification of a problem with an ontology;
• diagnosis of this problem;
• repair of the problem.

Although each system incorporates mechanisms for diagno-
sis and repair, these are domain specific. We lack a theory
to underpin them. In particular, we lack a theory of diagno-
sis. In this paper we will initiate the development of such a
diagnostic theory.

To aid formalisation, we will make the following simplify-
ing assumptions.

1. An attempt to prove a conjecture can one of the following
outcomes:

• The conjecture may be proved;
• The search space may be exhausted without a proof

being found, i.e., the conjecture is unprovable; or
• Resource limits may be encountered before a proof

is found or the search space is exhausted, i.e., the
conjecture is undetermined.

2. By a fault in an ontology we will mean some kind of rea-
soning failure. Examples of such failures include:
(a) A conjecture is true but unprovable.
(b) A conjecture is false but is proved.
(c) Inference is too inefficient, e.g., the search space

is infeasibly large. The evidence may be that too
many conjectures are left undetermined.

3. By an ontology repair we will mean the application of
a morphism (signature, theory or some combination) to
the source ontology to produce a new target one. The
fault being repaired should not hold in the target ontol-
ogy.

4. By a fault diagnosis we will mean constructing a mor-
phism that can be used to repair the fault.

5. The diagnostic process is a procedure that, given a faulty
source ontology, can produce a diagnosis. For both type
2a and type 2b faults the diagnosis process can be rep-
resented as the analysis of a failed or successful proof
attempt.

6. Proof attempts can be represented as a search space
containing a partial or complete proof. Without loss of
generality, we can represent the search space as an OR-
tree and a proof as an AND-tree.

3 Justification of these Simplifying
Assumptions

In both GALILEO and ORS, ontology evolution is driven by
inference failure, in particular, type 2b inference failure. The
derivation of false theorems can arise in two ways: (i) because
the ontology is inconsistent, so all formulae are provable; (ii)
because a particular theorem is false in the preferred model.
Below we will focus on type 2b (ii) inference failure.

• In ORS, a plan is derived that then fails on execution.
The derivation of the plan is also a formal verification
that the plan will achieve the goals of the PA. The failure
of the plan shows that the plan will not achieve these
goals, so the verification has proved a false conjecture.
Note that this is a type 2b (ii) inference failure, where the
preferred model is the real world, and truth and falsity in
this world are revealed by the success or failure of plan
execution.

• In GALILEO, a contradiction is derived from the combi-
nation of two ontologies: a theoretical one and an exper-
imental one. So, by merging these two ontologies into a
single inconsistent one, we could regard GALILEO’s type
2b inference failure as of the (i) kind. However, it will
be more convenient to regard the experimental ontology
as describing experiments performed in the real world.
Under this interpretation, GALILEO is similar to ORS, in
that the preferred model is the real world and truth and
falsity in that world is revealed by experimental results
that are described in the experimental ontology merely
for implementational convenience.

We will, therefore, concentrate on the diagnosis of type 2b
(ii) faults. We leave type 2a faults for future work, but ex-
pect the diagnostic process for these faults to be essentially
dual to the type 2b ones. Type 2c faults are inherently rather
different and we expect the diagnostic process also to be
very different. Early work on this problem includes Mc-
Carthy’s mutilated checkers board problem [McCarthy, 1964]
and Amarel’s work on the evolution of representations of the
missionaries and cannibals problem [Amarel, 1968].

In previous work it has been shown how various kinds of
ontology repair operations can be represented as signature
and/or theory morphisms, adapting ideas from Category The-
ory1 For the purposes of the current paper, it is enough to
envisage these morphisms as meta-level functions applied to
the two components of ontologies. Typically, both theory and
signature morphisms will be required in the overall repair of
an ontology. Thus, diagnosis can be regard as finding these
morphisms and repair as applying them. Since repair consists
only of morphism application, the more interesting problem,
and the focus of this paper, is diagnosis.

It will be convenient to represent a search space as an OR-
tree (see Figure 1). Each node of the tree will consist of a set
of sub-goals, where the root is the singleton set of the initial
conjecture. The children of a node are the result of applying
a rule of inference to one of the sub-goals and replacing it
with the resulting sub-sub-goals. OR-branching occurs when
there are multiple possible rule applications to a node. The

1Alan Smaill, personal communication (BBN) 1682.
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sub-goals in a leaf node are unproven conjectures. A proof
will be a path of the tree from the root to a leaf, in which the
leaf subset is empty. illustrates these two kinds of tree.

Each rectangle represents a set of AND sub-goals,
each of which must be proved. The arrows repre-
sent rules applied to the underlined sub-goal. Each
path is a potential proof attempt, which completes
when its leaf contains no sub-goals. The bold face
path is a completed proof.

Figure 1: A Search Space as an OR Tree

If we want to consider a proof alone, it will be convenient
to consider it as an AND tree, in which each node consists
of only one sub-goal (see Figure 2). The children of a node
will be the sub-sub-goals arising from an application of a rule
of inference to its sub-goal. The leaves will be instances of
axioms.

An earlier attempt at diagnosis via proof analysis is
Shapiro’s work on logic programming debugging [Shapiro,
1983]. Suppose a Prolog program has unexpectedly failed.
This is akin to a type 2a fault. Shapiro shows how to step
through the failed proof. For each sub-goal, an oracle (the
user) is asked whether the sub-goal is true or false. At each
node of the OR-tree search space there will be at least one
true sub-goal whose proof has failed, otherwise, the search
space will contain a proof. A path of true/failed subgoals are
traced through the search space until a leaf is reached. At
this point the true/failed leaf sub-goal represents a missing
axiom. Adding this sub-goal as a new axiom will debug the
logic program.

A Shapiro-like technique is used in ORS but for type 2b
faults, i.e., it is used to identify false ‘facts’ in the ontology,
where the oracle is derivation in the ontology. This suggests
that this kind of analysis can be adapted for faults of both type
2a and type 2b.

Each rectangle contains only one sub-goal. Each
rule labels a family of arrows: one for each sub-
goals arising from the rule’s application. A proof
is complete when all the leaves of the tree are in-
stances of axioms. The bold face path represents a
fault path, i.e., one in which all the sub-goals are
false, including the final axiom instance.

Figure 2: A Proof as an AND Tree

4 How to Block Illegitimate Success
By ‘illegitimate success’ we mean that something false can be
inferred in the ontology, i.e., the ontology has a type 2b (ii)
fault. We now discuss the use of Shapiro-like, proof analysis
to partially diagnose the fault by locating the source of the
problem. Note that, in the case of type 2b faults, we don’t
have to explore the whole search space, as we have a proof of
something false, so can restrict ourselves just to this proof.

Consider the proof as an AND-tree. The root of the tree
is the false ‘theorem’. The children of each node are the
sub-goals that collectively imply it. We will assume that the
derivation of a sub-goal by its children is via a logical rule of
inference that is beyond reproach, i.e., the fault lies in the ax-
ioms of the ontology and not its underlying logic2. The leaves
of the tree are instances of axioms.

Note that free variables in the sub-goals will arise from
dual skolemisation of existentially quantified variables, and
their instantiation during the proof will correspond to wit-
nesses being discovered for these variables. Usually, all such
free variables will be instantiated at some point during the
proof. If any free variables are left uninstantiated then this
indicates that the theorem has been proved for all their pos-
sible instantiations. Any instantiations of free variables made
during the proof can be inherited back up the tree, so proof
trees will usually be totally ground.

2If required, this assumption could be relaxed by treating the rule
of inference as an additional child node.
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For each false node, one of its children is also false, other-
wise the node would be true. Therefore, there exists at least
one path from root to leaf in which all the nodes are false. We
call such a path a fault path.

We assume that an oracle exists that can identify false
nodes, provided they are in its ontology’s language. In §5
we discuss where these oracles might come from. For each
false node, the oracle is asked for the truth of each of the
child nodes. By recursing this process, all the fault paths can
be identified. The leaves of these fault paths are all false in-
stances of axioms. Therefore, the axioms are also false and
must be repaired.

Suppose that, during this process, a sub-goal is found that
is not in the oracle’s language. The source ontology’s signa-
ture should be repaired so that the sub-goal is in the oracle’s
ontology. If this newly repaired sub-goal is false, then the
search for fault paths should resume at this sub-goal.

5 Where do the Oracles come from?
The proposals in §4 depend crucially on the existence of an
oracle to identify proven, but false, subgoals. Is it realistic to
assume the existence of such oracles? The answer depends on
the application. We illustrate this with the two applications of
ORS and GALILEO.

5.1 ORS Oracle

In ORS the oracle is provided by the service-providing agents.
The assumptions about these SPAs in ORS are:

• An SPA does not have the functionality, nor would its
owner usually consider it desirable, to reveal its ontol-
ogy.

• An SPA is regarded as the ultimate authority of the con-
ditions under which it is prepared to perform a service.
As such, its ontology is not subject to change3.

• An SPA will, however, answer specific questions. These
are posed as KIF formulae, which the SPA will try to
prove and to which it will return an answer.

• These answers can take the form of true, if the formula
can be proven without instantiation, false, if the for-
mula cannot be proven, or a substitution, indicating the
instantiations necessary to prove the formula.

• An SPA may also ask questions of the planning agent
(PA) during the plan formation process. These follow
the same process as when the PA asks a question of the
SPA.

Note that ORS oracles are able to classify non-ground sub-
goals and can sometimes prove them without any instantia-
tion, i.e., for all possible values of the free variables. When
instantiation is necessary to prove the subgoals, then this may
prove useful in the next phase of axiom modification (see §6).

3However, in a current UG4 project by Agnieszka Bomersbach,
we are relaxing this assumption.

5.2 GALILEO Oracle
In GALILEO the real world can be regarded as the oracle. This
enforces rather different assumptions about the oracle than in
ORS.

• The real world does not have an inherent ontology, but
only one imposed by those trying to understand it. Con-
sequently, its ontology is also subject to evolution as
such understanding deepens.

• We can use it only to make measurements and observa-
tions of particular phenomena. These can be modelled
either as ground atoms, which will be classified as true
or false, or ground function calls, for which the out-
put will be returned. For instance, a ground predicate
might be At(Ball1, Posn1, T ime1) and a ground func-
tion call might be V el(Ball1, T ime1), to which the an-
swer might be 10 metres/sec.

• The real world cannot itself ask questions.

6 Modifying Axioms
If an instance of a faulty axiom is found, then we need to
delete or modify this axiom. The simplest thing is to delete it,
but that may not be optimal. In particular, the source axiom
might be successfully used in proofs of true formulae. An un-
wanted side effect of deleting it would be that these true for-
mulae would cease to be theorems — at least, by any proofs
using the source axiom. The alternative is a modification that
makes it inapplicable in the faulty proof, but retains its ap-
plicability elsewhere. In ORS, for instance, a precondition
was often added to the STRIPS operators that differentiated
the good uses from the bad ones.

The problem can be seen as a classification task, of the kind
to which the HR system is suited [Colton et al., 1999]. We
form two sets of applications of the source axiom: Good and
Bad. Good applications are those where it is used to prove
true formulae and Bad ones where it is used to prove false
formulae. In particular, its application in the faulty proof is in
the Bad set. We now learn a classification that differentiates
these two sets. It might, for instance, be an extra condition on
the axiom or it might be an instantiation of the axiom to re-
strict it to Good applications. We can test our modified axiom
by asking the oracle whether it is true. If not, then further or
different modifications are needed.

7 Modifying Signatures
If fault is detected in the source ontology’s signature, then we
need to figure out what signature morphism, νσ , to construct.
νσ must map the false sub-goal to a target sub-goal that is
in the oracle’s signature. There are many ways to do this:
the target sub-goal can be any formulae in the oracle’s sig-
nature. Ideally, however, we would like the source and target
sub-goals to be similar, e.g., by minimising the edit difference
between them. Another approach, that has been explored by
Theodosia Togia in a recent MSc project, is the use of compu-
tational linguistics tools, such as Wordnet, to identify synony-
mous and similar connections between ontology signatures
[Togia et al., 2010]. In practice, νσ will typically be of the
type listed in §3 or its dual, namely: naming apart/merging
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of functions, permuting arguments and adding/removing ar-
guments.

As in ORS we will make the following assumptions:
• We have no direct access to the oracle’s ontology, i.e.,

we can’t just browse its ontology for likely targets.
• We can, however, ask the oracle questions. So, we can

construct a candidate target, send it to the oracle and ex-
pect an answer of one of the three forms: (i) in ontol-
ogy’s language and true, (ii) in ontology’s language and
false, (iii) not in ontology’s language . If it is in the on-
tology’s language then we can proceed, and if it is also
false then we can use it to resume the search for a fault
path.

As in ORS, we may already have some prior communi-
cation with the oracle, e.g., when discovering that the orig-
inal ‘theorem’ is false. ORS has the notion of a surprising
question, i.e., a question asked by the oracle that was not ex-
pected. Suppose that this question was not in the original
ontology. Then it (or some instance of it) might be a can-
didate for the target. For instance, the PA might expect to
be asked Pay(PA,£100), since this instantiates a precondi-
tions of one of its STRIPS operator. The SPA might, however,
ask it Pay(PA,£100, CreditCard) instead. This surpris-
ing question is a clue that it should modify the type of its
Pay predicate from binary to ternary, where the extra argu-
ment defines the method of payment.

In the worst case, arbitrary modifications could be applied
to the source, e.g., permuting and adding arguments, replac-
ing names with synonyms, and then sent to the oracle for
testing until one is in the oracle’s signature. These might be
explored breadth-first, e.g., first trying all one-step modifica-
tions, then all two-step, etc. This effectively uses minimisa-
tion of edit distance as a heuristic.

8 Conclusion
We have initiated a generic theory of diagnosis of faulty on-
tologies. The proposals here are based on, but generalise,
our experience with the GALILEO and ORS systems. We have
made some initial simplifying assumptions, which we hope
will not restrict the application of the proposals to new ar-
eas. In particular, we are looking at repairing faulty ontolo-
gies where the fault is revealed by an inference failure and
the repair is implemented by a signature and/or theory mor-
phism. More concretely, in this note, we focus on situations
where a false conjecture has been proved. Diagnosis consists
of constructing a morphism by analysis of failed inference.
It is assumed that an oracle is available that can answer (and
sometimes ask) questions, but whose own ontology is other-
wise inscrutable.
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Abstract
This paper adopts an unsupervised subclass discov-
ery approach to automatically improve the taxon-
omy of Wikipedia vandalism. Wikipedia vandal-
ism, defined as malicious editing intended to com-
promise the integrity of the content of articles, ex-
hibits heterogeneous characteristics, making it hard
to detect automatically. The categorization of van-
dalism provides insights on the detection of van-
dalism instances. Experimental results demonstrate
the potential of using supervised and unsupervised
learning to reproduce the manual annotation and
enrich the predefined knowledge representation.

1 Introduction
Wikipedia, among the largest collaborative spaces open to the
public, is also vulnerable to malicious editing – vandalism.
Wikipedia defines vandalism as “any addition, removal, or
change of content made in a deliberate attempt to compromise
the integrity of Wikipedia1.” The characteristics of Wikipedia
vandalism are heterogeneous. It can a be large-scale editing,
such as deleting the entire article or replacing the entire article
with irrelevant content. It can be some irrelevant, random,
or unintelligible text (e.g. dfdfefefd #$%&@@#, John Smith
loves Jane Doe.) It can be a small change of facts (e.g. This
is true → This is not true.) It can also be an unregulated
formatting of text, such as converting all text to the font size
of titles. Figure 1 illustrates a taxonomy of Wikipedia actions,
highlighting the diverse vandalism instances. The reasons to
structure the knowledge of Wikipedia vandalism include:
• sharing common understanding of Wikipedia vandalism,
• making knowledge of Wikipedia vandalism explicit and

enabling its reuse,
• providing insights on how vandalism instances are dif-

ferent from legitimate edits, and
• improving the accuracy of Wikipedia vandalism detec-

tion.
The detection of Wikipedia vandalism is an emerging re-

search area of the Wikipedia corpus. Prior research em-
phasized methods to separate the malicious edits from the

1http://en.wikipedia.org/wiki/Wikipedia:Vandalism

well-intentioned edits [West et al., 2010; Chin et al., 2010;
Smets et al., 2008; Potthast et al., 2008]. Research has also
identified common types of vandalism[Vigas et al., 2004;
Priedhorsky et al., 2007; Potthast et al., 2008]. However,
categorizing vandalism instances relies on laborious man-
ual efforts. The heterogeneous nature of vandalism creates
challenges for the annotation process. For example, a “mis-
information” vandalism instance can be quite similar to a
“nonsense” or a “graffiti” instance [Priedhorsky et al., 2007;
Chin et al., 2010]. Current research has yet to establish a
standardized or commonly accepted approach to construct the
knowledge representation of vandalism instances. In this pa-
per, we introduce an unsupervised learning approach to au-
tomatically categorize Wikipedia vandalism. The approach
uses statistical features to discover subclasses in both the pos-
itive and negative spaces, identifying the partitions that per-
form the best in multi-class classification. The proposed ap-
proach aims to:

• enrich the Wikipedia vandalism taxonomy and knowl-
edge representation automatically,

• improve vandalism detection performance,

• identify potential multi-label instances, and

• identify potential annotation errors.

The paper is structured as follows. In Section 2, we de-
scribe the data sets used for our experiments, and detail the
implementation of the system. In Section 3 we present our ex-
perimental results. In Section 4, we review previous academic
research on knowledge representation of Wikipedia vandal-
ism and subclass discovery. In Section 5, we conclude the
paper and discuss the opportunities for future work.

2 Experimental Setup
The experiments used the annotated Microsoft vandalism
data set provided by Chin et al. [Chin et al., 2010] 2 The
dataset has 474 instances with 268 vandalism instances, com-
prising 21 features extracted from the Statistical Language
Model [Clarkson and Rosenfeld, 1997] and Unix diff proce-
dure. It also has annotations of 7 types of vandalism : blank-
ing, large-scale editing, graffiti, misinformation, link spam,

2http://code.google.com/p/wikivandalismdata/downloads/list
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Figure 1: Wikipedia Action Taxonomy. The taxonomy groups Wikipedia editing by the four primary actions (change, insert,
delete, and revert) and types of change (format and content), considering also the scale of editing. The shaded boxes are types
of Wikipedia vandalism.

irregular formatting, and image attack. The distribution of
the 7 types is shown in Figure 3.

Our approach combines unsupervised and supervised
learning. Broadly, we use a clustering method to segment
both the positive and negative spaces, allowing a better rep-
resentation for the disjunctive nature of both vandalism and
legitimate edits. The cluster memberships are then used as
labels in a multi-label classification scheme. Our evaluation,
however, is based on the original two labels.

The data was first shuffled into 10 randomized sets. For
each shuffle, we clustered the data using k-means clustering.
Classification was performed using a support vector machine
(SVM) with RBF kernel, using a grid search to find the op-
timal C and γ parameters. For each shuffle, we used 9/10 of
the data as the training set, using the parameters learned from
the grid search, to learn a multi-class SVM classifier. The
RBF kernel produces a highly nonlinear decision boundary
for the disjunctive concept, allowing more accurate results
compared to a linear boundary. To evaluate the results, we
performed 10-fold cross-validation for each shuffle and aver-
aged the ranked results. The optimal partition was selected
based on the average precision (AP) 3 and the Area Under
ROC Curve (AUC) metrics. We compared the unsupervised
experiment results with the manually annotated results. Fig-
ure 2 shows a flowchart of the proposed approach and the
design of the experiments. We used Weka [Hall et al., 2009]
to implement all experiments.

3 Experiment Results
3.1 Unsupervised Clustering vs. Manual Labeling
The experiments used unsupervised clustering to determine
the optimal partitions of data that performed the best in the
multi-class classification. The clusters were then compared to

3We used the following definitions to compute the average
precision (AP):

AP =
PN

r=1(P (r)×rel(r))

number of relevant documents

P (r) = relevant retrieved documents of rank r or less
r

Data

Cluster	  vandalism	  instances	  with	  K-‐means	  
clustering,	  crea7ng	  2-‐5	  clusters

Use	  grid	  search	  to	  select	  appropriate	  
values	  for	  c	  and	  gamma	  parameters	  
(C:	  1,	  2,	  4,	  8	  ; r :	  0.1,	  1,	  10,	  100	  )

Train	  SVM	  mul7-‐class	  classifier	  with	  
RBF	  kernel	  	  with	  	  training	  data	  using	  
the	  selected	  parameters	  (c	  and	  
gamma)	  and	  the	  cluster	  label	  as	  the	  
classes

Test	  the	  classifier	  on	  the	  test	  set	  and	  
evaluate	  ranked	  results	  with	  average	  
precision	  (AP)	  and	  AUC	  

Randomize	  the	  data	  and	  create	  10	  shuffles	  

For	  each	  of	  the	  10	  shuffles

For	  each	  fold	  of	  
cross-‐valida7on

Select	  the	  proper	  number	  of	  clusters	  based	  on	  the	  
averaged	  AP	  and	  AUC	  across	  10	  shuffles

Compare	  the	  learned	  result	  with	  the	  manual	  
annota7ons

Figure 2: Experiment flowchart
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the manual annotations to explore the opportunity of enrich-
ing the predefined knowledge representation of Wikipedia
vandalism.

Tables 1 and 2 show the multi-class classification perfor-
mance for 20 different combinations of positive and negative
classes. Both metrics indicate the ideal number of clusters are
three for the positive space and four for the negative space.
The multi-class classification, compared to the binary classi-
fication, increase the AP from 0.425 to 0.443 and the AUC
from 0.711 to 0.737. The increases are significant compared
to the baseline binary classification.

P.2 P.3 P.4 P.5
N.1 0.42832 0.43634 0.43874 0.44211
N.2 0.42522 0.43097 0.43720 0.43573
N.3 0.42789 0.43884 0.43538 0.43259
N.4 0.43197 0.44374 0.43675 0.43707
N.5 0.42999 0.43878 0.43242 0.43064
Baseline (binary class): 0.42752

Table 1: Average Precision (AP) scores of 20 combinations
of positive and negative subclasses.

P.2 P.3 P.4 P.5
N.1 0.71676 0.72800 0.72431 0.72592
N.2 0.71377 0.71648 0.72447 0.72264
N.3 0.71936 0.73366 0.72505 0.72298
N.4 0.72358 0.73723 0.72912 0.72640
N.5 0.72434 0.73021 0.72192 0.71693
Baseline (binary class): 0.71144

Table 2: Area under curve (AUC) scores of 20 combinations
of positive and negative subclasses.

3.2 Enhanced Taxonomy Recommendation
We manually examined the content of vandalism instances in
each cluster in order to answer the following questions:

Figure 3: Distribution of Wikipedia Vandalism Types

• How are the instances of large-scale editing and graffiti
different from each other in the three clusters?
• Can we identify annotation errors?
Table 3 presents the comparison between the results of

clustering and the manual annotation. It is observed that
about two-thirds of the graffiti instances are assigned to Clus-
ter 2 with the remaining third assigned to Cluster 3. It is also
noted that the large-scale editing instances appeared in all
three clusters. The content analysis of the clusters provides
insights to enhance the predefined taxonomy, and to discover
multi-label instances and annotation errors.

Three Types of Large-scale Editing
We observed, from Table 3, three different types of large-
scale editing. Figure 4 exemplifies three typical instances of
large-scale editing from each of the three clusters. The fea-
ture space contains three clusters of the large-scale editing
instances. We manually examined the data in each cluster to
characterize the three types of large-scale editing.

We observed that Cluster 1 contains large insertions of text
with diverse vocabulary, usually co-occurring with massive
deletion of existing text. For example, we found an ASCII
art of the cartoon figure Homer Simpson4, a complete gib-
berish text5, replacing the article with the Apple Computer,
Inc article6, and massive replacement of spelling 7. Cluster
2 contains the large-scale editing instances that have massive
insertion of text with a substantial amount of deletion. 8 9

Cluster 3 contains instances with numerous spelling changes
and named entity replacements, for example, changing “Mi-
crosoft” to “Nintendo” ; “Bill Gates” to “George Bush”10;

4http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=2330007
5http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=9122754
6http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=81420090
7http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=9923514
8http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=24305432
9http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=131585774

10http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=62013580

Cluster Types Count Recall

1 Large-scale Editing 28 96 %Blanking 1

2

Graffiti 84

83 %

Misinformation 18
Link Spam 15
Large-scale Editing 10
Blanking 6
Irregular Formatting 2
Image Attack 2

3

Graffiti 46

56 %

Large-scale Editing 32
Blanking 9
Link Spam 7
Irregular Formatting 4
Image Attack 4

Total number of vandalism instances: 268 74 %

Table 3: Cluster analysis of vandalism types
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(a) Cluster 1 (b) Cluster 2 (c) Cluster 3

Figure 4: Typical large-scale editing in the three clusters. Edits in Cluster 1 involved large insertion of rich and diverse text.
Edits in Cluster 2 involved mass insertion with substantial deletion. Edits in Cluster 3 involved the replacement of named
entities and spellings.

“Microsoft” to “Micro$oft.”11

Two Types of Graffiti: Large vs. Minor Scale

Graffiti is an insertion of unproductive, irrelevant, random, or
unintelligible text. We examined the two types of graffiti in
Cluster 2 and Cluster 3. We found that graffiti in the Cluster
2 involved insertion of short irrelevant text, such as “LOOK
AT ME I CAN FLY!!!!12” or “I like eggs... 13”. Graffiti in
the Cluster 3 involves inserting short unintelligible text, such
as “blurrrrrgj14,” “dihjhkjk, 15,” and “asfasfasf16.”

Multi-label Instances and Annotation Errors

Although the predefined taxonomy (see Figure 1) considered
both the amount of edit (i.e. How much has been changed
compared to the previous edits?) and the content characteris-
tics of edits (i.e. What are the edits?), categories that overlap
two dimensions are absent in the taxonomy. However, the
content analysis indicates numerous instances of copy-and-
paste of irrelevant text that has both characteristics of large-

11http://en.wikipedia.org/w/index.php?title=Microsoft&oldid=77323421
12http://en.wikipedia.org/w/index.php?title=Microsoft

&oldid=28384195
13http://en.wikipedia.org/w/index.php?title=Microsof

t&oldid=13233361
14http://en.wikipedia.org/w/index.php?title=Microsoft

&oldid=86731761
15http://en.wikipedia.org/w/index.php?title=Microsoft

&oldid=78923750
16http://en.wikipedia.org/w/index.php?title=Microsoft

&oldid=69519551

scale editing and graffiti 17 18 19 20 21, as well as massive dele-
tion mixed with graffiti22 23.

The results confirm the diverse nature of Wikipedia van-
dalism, indicating the possibility of improvement for the pre-
defined taxonomy. For example, to include multi-label in-
stances, creating new categories such as “Repeating graffiti
(see Figure 5)” to describe the large amount of repeating
insertion of irrelevant text, or “Erasure by graffiti” to de-
scribe the replacement of majority of content with nonsen-
sical words would enrich the knowledge representation of
Wikipedia vandalism.

We searched for the irregular distribution patterns from Ta-
ble 3 to investigate potential annotation errors. The single
blanking instance in the Cluster 1 should actually be a large-
scale editing24. This finding shows the potential of our ap-
proach to amend annotation errors.

4 Related Work
Previous research has identified many common types of van-
dalism. Viégas et al. [Vigas et al., 2004] identified five

17http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=45456321

18http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=41754476

19http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=27056109

20http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=12899659

21http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=24631945

22http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=76785744

23http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=63662542

24http://en.wikipedia.org/w/index.php?title=Microsoft
&oldid=89513491
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Figure 5: An example of mixed-type graffiti. This instance
involves the replacement of entire Microsoft article with re-
peating nonsensical text.

common types of vandalism: mass deletion, offensive copy,
phony copy, phony redirection, and idiosyncratic copy. Pried-
horsky et al. [Priedhorsky et al., 2007] categorized Wikipedia
damaged edits25 into seven types: misinformation, mass
delete, partial delete, offensive, spam, nonsense, and other.
Potthast et al. [Potthast et al., 2008] organized vandalism
edits according to the “Edit content” (text, structure, link,
and media) and the “Editing category” (insertion, replace-
ment, and deletion). Chin et al. [Chin et al., 2010] con-
structed a taxonomy of Wikipedia editing actions based on
the four primary actions (change, insert, delete, and revert)
and types of change (format and content). They identified 7
types of vandalism : blanking, large-scale editing, graffiti,
misinformation, link spam, irregular formatting, and image
attack. The categories proposed in prior works were primar-
ily based on empirical observations of researchers, and can be
made more comprehensive or systematically. In our work, we
propose using unsupervised clustering and supervised multi-
class classification to discover and enrich the knowledge rep-
resentation of Wikipedia vandalism.

Classification problems involve assigning data to observed
categories. In the setting of binary classification, the data
has only two classes: positive and negative. However, bi-
nary classification becomes difficult in the presence of a het-
erogeneous positive space. An increasing number of papers
have discussed motivations and methods of multi-class clas-
sification. [Li and Vogel, 2010a; Lorena et al., 2008; Garca-
Pedrajas and Ortiz-Boyer, 2011; Tsoumakas et al., 2010;

25Although damage edits were not referred to as vandalism in
their work, they were in fact in line with the definition of Wikipedia
vandalism.

Zhou et al., 2008]. Subclass classification is subset of multi-
class classification, where the multiple class labels belong
to a hierarchical structure, and has been shown to enhance
classification accuracy. Li and Vogel [Li and Vogel, 2010a;
2010b] utilized sub-class partitions to achieve better perfor-
mance than the traditional binary classification on the 20
newsgroups dataset. Assent et al. [Assent et al., 2008] incor-
porated class label information to provide appropriate group-
ings for classification.

Our work recognizes the heterogeneous nature of
Wikipedia Vandalism, discovering clusters that achieved the
best performance in the subclass classification. We use the
information of discovered subclasses to evaluate and enrich
the predefined Wikipedia vandalism categories.

5 Conclusion and Future Directions
This paper addresses the problem of detecting diverse
Wikipedia vandalism categories, and the problem of recom-
mending appropriate knowledge representation of Wikipedia
vandalism instances. We used k-means clustering to map
learned categories to a predefined taxonomy, and used super-
vised classification and content analysis to assist the discov-
ery of novel categories, multi-label instances, and annotation
errors.

Wikipedia vandalism detection has previously been re-
garded as a binary classification problem: ill-intended ed-
its vs. well-intended edits. However, the characteristics of
Wikipedia vandalism are in fact heterogeneous. Therefore,
our work approached it as a multi-class classification prob-
lem, and used unsupervised learning to enhance the manual
annotations. Our experimental results showed enhanced per-
formance from the use of multi-class classification method.
The results also demonstrated the ability to automate the pro-
cess of discovering and enriching the Wikipedia vandalism
knowledge representations using unsupervised learning.

Future work may include more annotated datasets and
comparing the knowledge representation schema between
different articles. It is also valuable to investigate how the
learned knowledge could be transferred from one articles to
the others. Future work may also explore the temporal as-
pect of the knowledge representation, describing the dynamic
evolution of Wikipedia vandalism categories.
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When owl:sameAs isn’t the Same Redux: A preliminary theory of identity and
inference on the Semantic Web

Abstract

The Web changes knowledge representation in
a number of surprising ways, and decentralized
knowledge representation systems such as the Se-
mantic Web will require a theory of identity for
the Web beyond current use ofsameAs links be-
tween various data-sets. We propose that one prob-
lem, as posed by the semantics ofsameAs in OWL,
is enshrining a metaphysical notion of individual
identity into the formal semantics of the logic that
prevents universal identity linking across semantic
roles. However, as shown by languages such as
RDF and KIF, a metaphysics-free semantics is pos-
sible that can handle both classes and properties as
first-class citizens of the universe of discourse that
can have identity statements and so produce valid
inferences. We empirically analyze the behavior
of identity and inference on the Semantic Web cur-
rently in order to analyze the size of the problem,
and show the non-normal distribution of equiva-
lence classes inference produces. We also show via
a human experiment how inference leads to more
difficulty in judgments about identity by individual
experts, yet adding experts leads to fairly reason-
able results, even over inferred triples.

1 Introduction
With the beginning of the deployment of the Semantic
Web, the problem of identity in knowledge representa-
tion – sometimes assumed trivially solved – has returned
with a vengeance. In traditional logic names are arbi-
trary strings, but by definition, one criterion that distin-
guishes a Web logic from traditional logic is that in Web
logic names are URIs (Uniform Resource Identifiers, such
ashttp://www.example.org/) (henceforth abbreviated asex:).
On the ‘actually existing’ deployed Semantic Web known as
Linked Data, a URI not only can refer to things, but can be ac-
cessed, so that accessingex:Paris in a Web browser results in
receiving a bundle of statements in a Web logic such as RDF
(Resource Description Format, where statements are com-
posed of ‘triples’ of subject-property-object names). When
users of Semantic Web find another URI about their item
of interest, they connect their two different URIs with an

identity link(usually aowl:sameAs property, henceforth just
calledsameAs), which means that the two things referred to
by the URIs are identical, and thus the URIs are equal as
names[Patel-Schneideret al., 2004]. For example, if some-
one wanted to state that the city Paris in DBpedia (a Se-
mantic Web version of Wikipedia) is the same as the city of
Paris in my data-set, then they could statedpedia.org:Paris
owl:sameAs ex:Paris in their data-set. However, there is what
has been termed a ‘semantic’ elephant in the room that some
refuse to see, namely thatsameAs also has a formal seman-
tics whose intended use is between individuals who share all
the same properties. The results of inference usingsameAs
are often surprising, either ‘smushing’ up distinct individuals
or failing to ‘smush’ individuals due to their semantic role.
One solution would be to forget the semantics of the Seman-
tic Web entirely, treatingsameAs as just an English language
mnemonic. Those that do not remember history are doomed
to repeat it; for it was precisely the forgoing of logical seman-
tics that led to semantic networks having their infamous crisis
over divergence in meaning inIS-A links [Brachman, 1983].
One can only imagine that such problems will be increased
given the global scale of the Semantic Web. We point out that
a new formal semantics is needed for identity links if the Se-
mantic Web is going to succeed in deployment. In Section 2
we explicate identity in formal semantics, and show two dif-
ferent ways that equality across different semantic roles can
be implemented formally, one known as ‘punning’ and the
other known as ‘pollarding.’ We empirically analyze identity
links on the Semantic Web, with a focus onsameAs, in Sec-
tion 3. An experimental investigation of whether real iden-
tity links and their concomitant inferences are accurate or
not is presented in Section 4, and then the results and future
prospects are analyzed.

2 Identity in Logic

2.1 Equality
Identity is logically defined as equality,A = A. The basic
relation of identity holds only between a thing and itself. So,
it is important not to think of an equality sentence such as
A = B as saying that there are two things,A andB, which
are equal. This is a category of error of believing that two sep-
aratenames A andB in the syntax can be confused with the
things in the universe of discourse of the semantics. Properly,
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A = B says that there is one thing which has two names, ‘A’
and ‘B’ respectively. To sayA equalsB, A = B, is to say
thatA is identical withB, so that ifA = B is true then the
set{A,B} is identical to the set{A} in the semantics with
A = B =[some individual in the semantics]. This means
that all notions such as ‘approximately equal’ or ‘equal for
some purposes’ or ‘equal with respect to certain facets,’ etc.,
are not the same as logicalequal. All of these other kinds
of relations require two entities to be at least logically dis-
tinguishable in order to be not equal for all purposes, such
as being not equal with regards facets and the like. All such
‘nearly equal’ notions are relations between two things, and
so are fundamentally different from logical equality.

A hallmark of logical equality is that anything said about
a thing using one of its names should be just as true when
said using the other name. If some sentence with a syntax
...A...A...A... containingA is true, andA = B is true, then
the same sentence replacing ‘A’ with ‘ B’ syntactically one
or more times must also be true, i.e....B...A...B... should be
true. This is the basic inference rule, substitution, associated
with equality. Notice that this rule makes no mention of how
the name ‘A’ is used in the sentence, of its semantic role. For
true equality, substitutivity should apply to namesregardless
of their semantic role (i.e. what it is thatA denotes, be it a
function, a class, a proposition, an individual), since the in-
tuitive argument for the validity of the rule is semantic: the
meaning of a sentence is determined by the things referred
to by the names in the sentence rather than the names them-
selves. Since logical sentences arede re - ‘about the thing’ it
follows that the choice of which name to use to denote a thing
must be irrelevant to the truth of the sentence.

2.2 Punning
However, there are essentially two kinds of semantics so far
proposed for as logics for the Web: logics such as OWL
DL (Description Logic)[Patel-Schneideret al., 2004] and
OWL2[Motik et al., 2009] that only allow substitivity in the
same semantic role and logics such as RDF[Hayes, 2004] and
ISO Common Logic[Delugach, 2007] that allow substitivity
regardless of semantic role. One can think of logics as ei-
ther partitioning the universe of discourse into disjoint sets of
things or havingall things in a single universe of discourse.
Languages that partition the universe of discourse must have
separate equality operators for each kind of thing in the uni-
verse of discourse, so OWL hasowl:sameAs for individuals,
owl:equivalentClass for classes, andowl:equivalentProperty
for properties[Patel-Schneideret al., 2004]. It is incorrect to
usesameAs across a class and an individual in OWL DL, and
if one does so, one immediately falls into OWL Full. This
semantic partitioning is reflected then in the partitioning of
names in the language itself into lexical roles. So a name in
OWL DL had always to refer to either properties, classes, or
individuals, but identity can never be made between different
semantic roles.

This inability to have the same name used across different
semantic roles was corrected in OWL2 by the introduction of
’punning.’[Motik et al., 2009] This refers to a technique for
reducing the number of lexical categories used in a formalism
by allowing a single name to be used in a variety of seman-

tic roles so allowing a property likeex:Latitude to serve as
the subject of a statement, an important use-case for meta-
modelling. For example, the language may allow punning
between class and property names only if the syntax unam-
biguously assigns a class or property role to every occurrence
of a name. This ensures that any language which uses ei-
ther of these techniques can - in principle - be replaced by
an equivalent language which does not use it by replacing
each occurrence of a punned name by an alternative name of
a recognizable type which is reserved for use in that partic-
ular semantic role. We will call such a languagesegregated.
Conventional textbook accounts of logic usually define segre-
gated languages. For example, a conventional syntax for FOL
distinguishes 1+2ω categories of names, with the roles being
individual, function of arityn and relation of arityn, which
map respectively to elements of the universe,n-ary functions
over the universe andn-ary relations over the universe. Only
the first kind of name can be bound by a quantifier, since FOL
allows quantification only over elements of the semantic uni-
verse, which is required to not contain relations and functions.

Punning works by allowing the name categories to inter-
sect (or simply to be identified) while retaining the conven-
tional interpretation mappings. This amounts to the use of
multiple interpretation mappings between names and the se-
mantics. Each name is given several denotations in an in-
terpretation, and the immediate syntactic context is used to
’select’ which one of these to use in the semantic truth re-
cursion. Thus equality statements across all different kinds
of lexical roles can be made, and the name will be given an
interpretation that fits into the necessary semantic role. If a
name is used in multiple semantic roles, then the name will
denote a different thing in each semantic role.

2.3 Pollarding
’Pollarding’ refers to a different, but closely related, tech-
nique which is used, in various forms, in the semantics of
RDF and RDFS[Hayes, 2004], OWL Full [Patel-Schneideret
al., 2004], and ISO Common Logic[Delugach, 2007]. Pol-
larding retains the single denotation mapping of a conven-
tional interpretation, but treats all names as denoting individ-
uals, and the other semantic constructions are related to in-
dividuals – not names! – by extension mappings, which are
treated as part of the interpretation. Just as with punning, the
immediate syntactic context of a name is used to determine
whether it is intended to be interpreted as the immediate de-
notation (that is, an individual) or one of the ’extensions’ as-
sociated with that individual. Therefore any name that is syn-
tactically declared equal to another can be substituted across
all sentences while maintaining the truth value of the sen-
tences, and unlike punning, in any interpretation both names
denote the same individual, albeit the same individual may
have multiple extension mappings.

The two schemes are illustrated in Figure 1. Figure 2 il-
lustrates how the two schemes reduce to a classical model
theory when the language is, in fact, segregated. The case
of punning is trivial: the extra mappings are simply ignored;
and given any classical interpretation, one can create a pun-
ning interpretation simply by adding the extra mappings in
some arbitrary way. Pollarding is a bit more complicated.
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The classical mappings for non-individual names are created
by composing the interpretation and extension mappings. In
the other direction, given a classical interpretation, one has to
select an individual in the universe to be the ’representative’
of each non-individual semantic entity, map the name to it,
and assign the individual to be its appropriate extension (One
way to do this is to use a Herbrand-style construction: put
the name itself into the universe, use the classical interpreta-
tion mapping as the extension function, and treat the name as
denoting itself.)

Figure 1:For an individual: lexical and semantic segregation (top),
punning (middle), and pollarding (bottom).

Figure 2: For an individual, relation, and function: punning (top)
and pollarding (bottom). Grey arrows are interpretation functions.

As this shows, the pollarding technique does impose one
requirement on the classical interpretation, viz. that its uni-
verse is large enough. If the cardinality of a classical universe
is smaller than the number of non-individual (class, relation,
property or function) semantic entities required to interpret
the language, then that universe cannot be used as the basis

of a pollarded interpretation of the same language. An exam-
ple illustrating this is∀x.y.(x = y), P (a), and¬Q(a). This
set of sentences is satisfiable, but cannot be satisfied in a pol-
larded interpretation since the two relationsP andQ must be
distinct, but there is only one entity in the universe, which
is therefore too small to provide the distinct relational ex-
tension mappings required. This is only a concern in cases
where the universe can be consistently made small. Lan-
guages such as RDF and Common Logic, whose universes are
required to be at least denumerable, will always have a suffi-
cient cardinality. One possible objection to pollarding is that
it seems to make the logic ‘higher-order.’ Although pollard-
ing is not used in textbook first-order logic[Andrews, 2002],
pollarding does not make a logic higher-order. The differ-
ence between higher-order and first-order logic is that higher-
order logics all impose comprehension principles upon the
universe, which is not necessary in pollarding.

3 Empirical Analysis of Inference

However, sameAs is already being used ‘in the wild’ in
Linked Data, and an inspection of its behavior is in order
before considering improving its semantics. First, can one
actually infer anything from thesesameAs links on Linked
Data? To test this, we used as our data-set a crawl of the
accessible Linked Data Web, so that our results would be an
accurate ‘snapshot’ of the use ofsameAs on the Web. This
resulted in 10,850,606sameAs statements being found (form-
ing 7,229,140 equivalence classes), with the average num-
ber of URIs in an equivalence class being 2.00sameAs. No
blank nodes and 9 literals were found in the set of equivalence
classes (the literals from the treatment of a URI as a string in
RDF), and the total number of distinct URIs was 14,461,722.
The largest equivalence class explicitly declared was of size
22, the particular case being an equivalence class for Se-
mantic Web researcher Denny Vrandenic.sameAs statements
substantially outweighowl:equivalentProperty (1,451 occur-
rences) andowl:equivalentClass statements (106,305) on the
Semantic Web. Do any of these statements violate the segre-
gation of individuals, classes, and properties found in OWL?
Without any inference, our sample showed that only a small
number (3,636) of them did.

Then, using an Amazon Cloud instance with four reduc-
ers, we ransameAs reasoning over the set of statements con-
taining at least onesameAs statement. These produced, ex-
cluding symmetric statements (which would trivially create a
‘double’ of every statement), 60,045,705 additional inferred
sameAs statements with 79,276,264 distinct URIs. The 40
largest equivalence classes of (or closures over)sameAs con-
nections (via their connection to a single ‘pivot’ URI) are vi-
sualized in Figure 3. This shows the range of sizes varies
dramatically, with the largest closure containing 4,177 URIs,
seemingly consisting of all sorts of biomedical data, and orig-
inating atUniProt, a massive protein knowledge-base. As the
number of RDF-enabled biomedial databases surely does not
measure in the thousands, one wonders if at some point the
sameAs chain got out of control and distinct drugs are being
declared logically equal. Upon closer inspection, one finds
that in this massive equivalence class very different things -
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Figure 3:Visualization of top 40sameAs equivalence classes.

Figure 4: Size of Equivalence class vs. frequency: No inference
(blue) and inferred classes (green) on a log-log axis.

which break OWL-style segregation semantics - have been
connected bysameAs, such as ‘class of drugs’ and an ‘in-
dividual instance of that drug applied’ in open Linked Drug
Data. Anduniprot is not the only one; thebio2rdf Seman-
tic Web triple-store produces asameAs equivalence class of
size 1,367. Even the ubiquitous DBPedia, a Semantic Web-
export of Wikipedia, produces a closure of size 367 around a
French verb conjugation, mixing up the class of French verbs
in WordNet and the class of actions those verbs are about
in Cyc. Interestingly enough, there are also occurrences of
‘semantic’ spam, with organizations such as the New York
Times whole-scale copyingFreebase-produced RDF to their
own URIs (probably an innocent move), and the possibly less
innocent copying of RDF data from diverse sources byrd-
fabout.com. ‘Semantic’ spam is simply the use ofsameAs
links and copying of RDF data to other data-sources in order
to increase the visibility of one’s own URI.

In total, the sameAs reasoning produced a total of
19,230,559 equivalence classes with an average content of

4.16 URIs. This is an approximate double in size over the av-
erage size of explicitly declaredsameAs equivalence classes.
However, this interpretation assumes the size of equivalence
classes is normally distributed, which it is not, as illustrated
in Figure 4 (log-log scale). The inferredsameAs distribution
is clearly skewed towards smaller equivalence classes, but the
mass of the distribution continues out towards the hundreds.
Again, view Figure 3 for their visualisation. Due to this, after
inference the size of thesameAs statements that violated the
segregation semantics increased to 893,370, a small but sta-
tistically significant part of the Semantic Web. Upon closer
inspection, the nature of this increase seems to be due to hav-
ing somesameAs statements across segregated semantic roles
being caught in a few of the larger equivalence classes.

4 Experiment

Another question would be, how many of these inferred
sameAs are actually correct and obey the semantics of iden-
tity? A set of 250sameAs triples (an identity link between
two URIs) were chosen at random (with the chances of be-
ing chosen at random had been scaled down by the logarithm
of the frequency of their domain name, in order to prevent a
few major ‘hubs’ from dominating the entire data-set) from
the previously described sample of the Semantic Web that vi-
olated the segregation semantics ofsameAs (i.e. had an indi-
vidual beingsameAs with a class, for example). The closures
of these 250 triples were generated, and from each of these
about half (132) had at least two inferred identity links via
transitivity. After removing 2 triples for training purposes,
the remaining 130 triples were used for our experiment. Five
judges (each Semantic Web experts and computer scientists)
were chosen. A standard sample of properties and object
(URI and literals) were retrieved from each URI and dis-
played to the user in a table. The judge was given a three-way
forced choice, categorizing the statement asSame: clearly in-
tended to identify the same single thing,Related: descrip-
tions of fundamentally different things which none-the-less
have have some important properties in common, orUnre-
lated/Can’t tell: neither of the above, or you can’t tell. We
merged the ‘unrelated’ and ‘can’t tell’ cases based on ear-
lier work [Halpinet al., 2010], which suggested that trying to
make a distinction here was unreliable: being based mainly of
personality, with some rushing to judge something different
while others wanting more information.

There was also a checkbox next to each property, as well
as one for each URI itself, and the judges were instructed to
check the properties that were useful in forming their judge-
ment. Overall, the judges had only slight agreement, reach-
ing a Fleiss’sκ of 0.06, which shows that the scheme is
’slightly’ reliable. Looking at the distribution of judgements
suggests more consistency than that, however. Figure 5 shows
that more than half the time a ’consistent’judgement (unani-
mous, or only one disagreement) was made, and that con-
sistent judgements ofsame anddifferent are the most com-
mon. Using voting, we can determine that 52 (22%) are the
same, 36 (28%) are related, 22 (17%) are different or can’t
tell, and 20 are ties (15%). Inspecting the useful properties
triples judged as related, on an average a human judge chose
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5.08 (S.D. 2.23) properties as important. This was primarily
because some judges choose almost all properties to be rele-
vant, while others would choose only a few.

n j1 j2 j3 j4 j5
23 2 3 3 3 3
17 3 3 3 3 3
14 1 1 1 1 1
11 1 2 2 2 3
9 2 2 2 3 3
8 1 2 2 3 3
7 1 1 2 2 3
6 2 2 2 2 2
5 1 2 2 2 2
5 1 1 2 3 3
4 2 2 3 3 3
4 1 2 3 3 3
4 1 1 1 1 2
3 1 3 3 3 3
3 1 1 2 2 2
2 1 1 1 2 2
2 1 1 1 1 3
1 1 1 3 3 3
1 1 1 1 3 3
1 1 1 1 2 3

Figure 5:Distribution of Human Ratings per Judgment: 3 = same,
2 = related, 1 = not related or can’t tell; ’Consistent’ judgements are
bold

5 Discussion
Surprisingly enough, the results with inference showed that
the task itself with inference is significantlyhard for indi-
vidual experts in aggregate. In fact, in comparison with the
‘moderate’κ values from previous studies done by others
[Halpin et al., 2010], inference seems to make experts less
reliable. Simply, inference forces individual experts to con-
front edge-cases produced by the inference chains. How-
ever, groups of experts, despite the low aggregate reliabil-
ity, could on individual cases discriminate via voting, and
so could determine cases of mistaken identity via an ‘iden-
tity leak’ caused by a misplacedsameAs. In fact, compared
to randomly selected triples without inference[Halpin et al.,
2010], the inferred triples have a slightly less chance of being
correct (40% compared to 53% after inference), slightly more
related triples (21% compared to 28% after inference), and a
decrease in the amount of triples thought to be incorrect (29%
compared to 17%). This decrease in the amount of incorrect
is likely due to the triples being tied between two categories,
which was 20%. When this is taken into account as likely
“can’t tell” it appears that the number of incorrect triples may
go up as high as 37%. So in general, it seems that ‘identity
leaks’ of misuedsameAs statements cause the reliability of
some identity statements to lower somewhat, but still remain
broadly comparable with the kinds of human judgments not
having inference produced.

What is also interesting is precisely when an approach
based on the ‘wisdom of crowds’ can help disambiguate dif-

ficult results even when individual judges have difficulty. For
example, a voting method could be deployed to solvesameAs
ambiguities. Not all results are difficult: for geographical
entities and individual people such as ‘Lower Austria’ and
‘Johnny Bristol’ agreement that they represented the same
entity in the experimental data was generally high. Also,
the results of incorrect inferences could also be easy to de-
termine, such as an equivalence between a computer science
researcher Tom Heath and a ‘word-paving machine’ or Le
Flore County and the Marburg Virus in the experiment. Some
things that were even related were relatively straightforward,
such as the mereological relationship between the town of
New Canaan and the South School therein or the historical
relationship between Confucius and Confucianism. However,
where there was more likely to be confusion was very closely
related things such as the relationship between the concept of
‘scoring an ace’ in Cyc and the verb ‘acing’ in WordNet that
denotes that concept, or the relationship between the Maran-
thi language and international code for that language. Then
there were topics that were difficult due to background knowl-
edge, such as whether Francisco Franco was related to Spain
or not.

What should be done about this weaker notion of ‘being re-
lated’ thatsameAs is erroneously used for? Indeed, one would
be tempted to say that such a practice is simply wrong, and
a virtually inference-free alternative such asrdfs:seeAlso or
a SKOS construct should be used. However, a closer look at
the experimental data shows that what is happening is that the
notion ofrelated is somewhat stronger: ‘being related’ means
that two distinct things have a set of properties that show
they havesome relationship while nonetheless being distinct.
While identity requires all properties to be shared (as there is
only one thing being referred to), being related requires that
either a core of essential properties be shared (but not all)
amongst distinct entities or some other structured relationship
be established. Yet it seems because some of these ontolog-
ical properties needed by users are missing, users resort to
usingsameAs to connect two things simply because they are
related and they are aware of thesameAs link. Note that our
approach is distinct from any theory of ontological identity
criteria, as the objects sharing the core constructs can remain
distinct logically regardless of the core ontology[Guarino and
Welty, 2000]. One could imagine inverse functional proper-
ties as given in OWL would allow to formalize this ‘core,’ but
that would be a mistake as it declares two objects to be identi-
cal. Instead, another approach would be a class that provides
property chains, so that a simple predicate could declare a
dense structured network of properties that would state ex-
act kind of relationships between distinct things. To address
the latter, these class-specific property chains can then pro-
vide a way of stating these two items share enough properties
to be substituted for each other in some (but not all!) cases
as given by their class defintion, but nonetheless are distinct
things. Again, the key is proper treatment of contexualized
relatedness, which requires serious domain-specific treatment
in the ontology. By virtue of being domain-specific the notion
of ‘being related’ in all its degrees should be kept out of the
semantics of identity.
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6 Related Literature
The issue of identity has a long history in philosophy and
ontology [Guarino and Welty, 2000], and more recently in
knowledge representation and databases[Bhattacharya and
Getoor, 2004]. To narrow the focus to the Semantic Web,
this work directly follows the studies of Ding et al.[Ding et
al., 2010] and Halpin et al.[Halpin et al., 2010]. However,
there are important differences. The analysis of Halpin et al.
presents some informal alternatives to the use ofsameAs, but
the only alternative tested was a more fine-grained identity
scheme with no logical semantics, which could not be repli-
cated even by experts using directly declaredsameAs state-
ments[Halpin et al., 2010]. In contrast, we present a pre-
liminary articulation of a logical alternative toowl:sameAs,
focussing our studies on the reliability of identity in Linked
Data on inferred triples. Our empirical analysis in general
confirms some of the results of the more detailed empirical
analysis of Ding et al.[Ding et al., 2010], and variance be-
tween our results is explained by the fact that while Ding et
al. used the Billion Triple Challenge, our analysis was per-
formed over a ‘live’ copy of the Linked Data Cloud.

7 Conclusions
In order for a logic to be universal on the Web, it should be
able to describe anything in any possible way, and still enable
inference. By giving the users more freedom in modeling
rather than less, one simultaneously encourages good model-
ing constraints, so that the language provides the necessary
machinery to distinguish the world as it exists to the onto-
logical engineer while not requiring particular metaphysical
distinctions to be committed toa priori. An ’individual’ in
a metaphysical sense is one notion, whose merits can be de-
bated; but ’individual’ in the logical sense is quite another.
The latter means simply ’a member of the universe of dis-
course’ or ’within the scope of quantification’. Traditional
’good practices’ typically get these two distinct notions con-
fused, and use syntactic constraints arising from the latter to
model the former. It’s possible if someone is usingsameAs
to mean ‘related to’ (and our experiments show people do
this sometimes), then they are actually in error. Yet then our
experimentalso showed for a significant minority they rea-
sonably meant to declare equality across semantic roles. As
sameAs as currently being used as a generic equality state-
ment is in violation of the segregated lexical roles of OWL,
it would make sense to create a different identity link that is
based on a pollarding-based semantics.

Once logical identity is no longer mired in domain-specific
ontology, good ontological practice also should require that
ontological distinctions for the myriad of ways things can be
‘related’ be tested on humans to see if they can be reliably
repeated. Previous studies by others have shown that fine-
grained identity schemes make this difficult[Halpin et al.,
2010], and this study showed that using inference makes it
even more difficult. Current experiments should be extended
to take into account the reliability based on the size of the
equivalence class, type-based reasoning over identity that uti-
lizes all of Linked Data, and whether or not a suitable and
more specific description (or replacement) of the ‘related’

category can be found that leads to higher agreement, and if
an error-correction could help judge agreement. There seems
to be hope: even though reliability on the results of infer-
ence is difficult, the wisdom of crowds seems to be able to
discover and correct errors, and future experiments should
be done over larger amounts of experts with more kinds of
and quantity of identity links. The combination of consistent
and unrestricted logical identity and richer use of domain-
specific ontological constructs outside ofsameAs could si-
multaneously put the links back into Linked Data and takes
advantage of the semantics in the Semantic Web.
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Abstract
In a Semantic-Web-like multi-agent environment,
ontology mismatch is inevitable: we can’t real-
istically expect agents created at different times
and places by different people to commit to one
unchanging universal ontology. But what hap-
pens when agents attempt to interact? Can we
benefit from ontology matching techniques to pre-
vent communication breakdown? In this paper we
present the Semantic Matcher, a system created to
handle semantic heterogeneity (i.e. the use of dif-
ferent words for similar meanings), which is one of
the most common mismatches across existing web-
based ontologies. We claim that independently cre-
ated agents with different ontologies are bound to
miscommunicate because word meanings are pri-
vate and not grounded in the real world. We pro-
pose the solution of achieving reference by means
of sense, a common argument within Philosophy of
Language. In our work, senses are simulated by
bags of words, constructed for each lexical item
known to a service-requesting agent, and for se-
lected lexical items known to a service-providing
agent in a given interaction. In the end we show that
adopting this notion of ‘sense’ for words in formal
ontologies allows for successful matching and cre-
ates the groundwork for a theory in which the vast
amount of data available on the web can be used to
facilitate agent communication by providing mean-
ing for mismatched terms.

1 Introduction
In open multi-agent systems agents can request and provide
services in order to automatically carry out complex tasks.
These agents, called requesters and providers respectively1,
have ontologies which are quite often based on a variant of the
BDI model (Beliefs, Desires, Intentions) (see [Wooldridge,
2009] for an introduction): they have beliefs (i.e. facts in their
knowledge base), desires (i.e. goals; facts that they would

1In previous work (e.g. [McNeill and Bundy, 2007; Togia,
2010]) we have referred to them as Planning Agents and Service
Providing Agents respectively.

like to make true, that is to add among their beliefs) and in-
tentions (i.e. actions whose effects amount to them fulfilling
their desires). In order to bring about a desired state of affairs,
requesters need to follow a course of action, which is decided
by planning.

A requester will typically have frequent and fleeting inter-
actions with a potentially large number of providers that it
has never talked to before. Therefore, interaction will be un-
predictable before run-time and communication will usually
be unsuccessful given the expected ontological mismatches.
A solution to this problem was proposed by McNeill (see
[McNeill and Bundy, 2007]), who built the Ontology Repair
System (ORS), the first known system that attempts ontology
matching on the fly; that is, during agent interaction. Simi-
larly, the Semantic Matcher, described in the current paper,
is - to our knowledge - the first example of on-line seman-
tic matching. Since the Semantic Matcher is embedded into
ORS, it is important to briefly describe the overall system be-
fore we move on to later sections.

The following section provides a brief overview of ORS.
Section 3 explains the problem of semantic mismatch in agent
communication situations and places it in the context of previ-
ous work. Section 4 discusses the philosophical and practical
challenges associated with deriving the meaning of terms in
ontologies. Section 5 explains our method of using a bag-of-
words model for matching terms in formal ontologies on the
fly and describes the architecture of our Semantic Matcher.
Section 6 presents our initial results, Section 7 describes ways
in which this work can be extended and Section 8 concludes
the paper.

2 Ontology Repair System
ORS has been designed as a plug-in to a service requesting
agent that can consult the system in order to make its ontol-
ogy conform to the provider’s view of the world. In a multi-
agent environment ontology matching has to be fast, therefore
ORS only ‘fixes’ parts of the requester’s ontology that are rel-
evant to a given encounter. In fact, dealing with incomplete
information will be very common as providers might not be
willing to reveal their full ontology to a service requesting
agent or to any ORS-like system.

The lifecycle of a service requesting operation is as fol-
lows:
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1. The requester uses its ontology to form plans, which
consist of actions that usually require interaction with
other agents;

2. The requester begins to execute the plan by contacting a
suitable service provider to perform the first action;

3. If this action succeeds, the requester continues with the
rest of the plan. If not, it calls ORS to diagnose and fix
the problem:

- ORS analyses the communication so far to iden-
tify possible mismatches. This may lead to a pre-
cise diagnosis or a ‘best guess’ diagnosis, or it
may prompt the requester to further question the
provider in an attempt to locate the source of the
problem2;

- Once a diagnosis has been made (in the worst
case, this may just be marking some part of the re-
quester’s ontology as unusable in conjuction with
the provider), ORS repairs the requester’s ontology
on this basis3;

4. The requester replans with its improved ontology and
starts again.

One principle behind the design of ORS is that represen-
tations should be expressive enough to allow for planning.
But this also means that ORS has to deal with mismatches
of many kinds (e.g. differences in predicate arity, differences
in pre-conditions for actions etc). The original ORS can suc-
cessfully handle some of these mismatches (see [McNeill and
Bundy, 2007] for an overview) but always taking for granted
that agents share the same words and understand them in the
same way, thus ignoring semantic heterogeneity, unless it is
hardcoded in the ontology. In this paper we demonstrate how
this problem was handled with the creation of the Semantic
Matcher, an ORS module that initiates negotiation of mean-
ing between agents that have different vocabularies.

3 Semantic matching in multi-agent systems
Two agents trying to communicate on the web are very likely
to have ontologies that differ both structurally and semanti-
cally4. Structural heterogeneity is dealt with by the original
ORS under the simplifying assumption that words and their
meanings are shared between the two agents. Once this as-
sumption is removed, the system needs to align words before
it performs any structural repairs.

2We assume these must be directed yes/no/don’t know or instan-
tiation questions rather than request for large parts of the provider’s
ontology to be revealed

3The current implementation assumes that the provider is always
right and disposes of the requester’s original ontology. We are cur-
rently investigating more sophisticated ways of using this informa-
tion.

4Examples of structural mismatch are different number of argu-
ments for equivalent predicates, different number of preconditions or
effects for equivalent axioms, differences in quantifiers, implication
and many others (see [Togia, 2010] for a detailed list). Semantic
mismatches are differences in wording: for instance, the requester
might represent UK currency as ‘GB pounds’ while to the provider
the same notion might be known as ‘UKCurrencySterling’.

Semantic matching is necessary in situations where com-
munication is hindered as a result of agents’ lexicalising
similar concepts in a different way. For example, imag-
ine a requester that contacts a provider in order to buy a
book. The provider is willing to perform this action on
some conditions and starts by asking the requester if its
‘credit card balance’ is at least £5. The requester has never
heard of this word before but has the same concept under
the label ‘moneyAvailable’. Our system has to perform se-
mantic matching and suggest that ‘moneyAvailable’ should
be changed into ‘credit card balance’ in order for the trans-
action to proceed.

The design of our system has benefited from previous work
done in the area of Ontology Matching but, as we shall see,
had to diverge significantly. One notable piece of reasearch
is presented in Giunchiglia and Shvaiko’s article Semantic
Matching [Giunchiglia and Shvaiko, 2003], where the authors
describe a process in which a ‘match’ operator takes as in-
put two graph-like constructs (e.g. ontologies, web directory
structures etc.) and produces as output a mapping between
semantically equivalent nodes by looking at their ‘parents’,
‘sisters’ and ‘children’. This enables nodes like ‘Europe’
and ‘pictures’ to be matched as equivalent (synonymous) if
their ancestors are ‘Images’ and ‘Europe’ respectively, given
that both nodes mean ‘pictures of Europe’. Another work
worth mentioning is a system built by Qu and his colleagues
[Qu et al., 2006], which provided the inspiration for the de-
sign of our on-line Semantic Matcher. This system computes
correspondences between nodes of RDF graphs, which are
Uniform Resource Identifiers (URIs), by constructing ‘vir-
tual documents’ for each one of them. The term ‘document’
comes from Information Retrieval and means a multiset of
words that represents a web page. In the system described,
‘virtual documents’ representing nodes are compared for sim-
ilarity using the vector space model [Salton et al., 1975].
The bags are generated from the tokenised URI (i.e. name
of node) but also from ‘neighbouring information’; that is,
names of other nodes connected to it in the graph. Exam-
ples of many other node matching techniques can be found in
[Euzenat and Shvaiko, 2007].

For our system, previous ontology matching methods could
not be followed to the letter. Some reasons are: 1) they all
deal with simple taxonomies or at best Description Logics.
However, in our case ontologies are based on First-Order
Logic, whose semi-decidability prevented us from attempt-
ing to traverse their structure and performing complex com-
putations; 2) to our knowledge, no previous work exists that
performs semantic matching on the fly, is which case com-
putational time is a serious consideration; 3) our system has
to deal with incomplete information because it is reasonable
to assume that service providers will not be willing to re-
veal their full ontology to service requesting agents for pri-
vacy reasons. ORS only has access to the ontology of the re-
quester, so it cannot align two ontologies but rather map un-
known terms from the provider’s ontology (revealed during
interaction) to the best-matching terms from the requester’s
ontology. In fact, partial matching is practical given the time
constraints of agent interaction.

Apart from the above implementation challenges, our sys-
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tem also has to meet an important theoretical challenge: it
has to tackle the root of the semantic mismatch problem. In
the next section we claim that what inhibits meaning sharing
among agents is the fact that words in agents’ ontologies are
not grounded to the objective world without human interpre-
tation. We will demonstrate how our system enables ontol-
ogy terms to make reference to real-world entities by creating
sense, that is a ‘mental representation’ for each word in the
agent’s ‘mind’.

4 Sense and reference in agent interaction
Humans use language in order to describe reality. Words,
phrases and other grammatical constructions are only use-
ful to the extent that they can make statements about the
world around us. In fact, any definition that attempts to as-
sign meaning ignoring the actual world is bound to cause
infinite regress because words (and whatever is made up of
words) are symbols and if they rely solely on other symbols
for their meaning, at least some primitive symbols5 have to be
grounded. In current Philosophy of Language research lin-
guistic meaning is usually accommodated in the framework
of Truth-Conditional Semantics, where meaning is reference
to the world: the meaning of a proper name is the individual
named [Kripke, 1972], the meaning of a noun is a set of enti-
ties that it designates, the meaning of a verb is either a set of
entities or a set of tuples of entities and the meaning of a sen-
tence is a set of situations that make it true. When words are
combined, the meaning of the construction is a combination
(usually intersection) of the sets they point to.

Human communication is possible if the speakers involved
have a shared understanding of the linguistic symbols used,
that is if they all associate the symbols with the same entities
or sets in the world. So, reference is essential for commu-
nication. However, restricting semantic assignment to refer-
ence only is not immune to problems because 1) the referrent
might not exist6, 2) words might have some extra meaning
apart from their referrent7, 3) reference can only be achieved
by means of a mental representation, that is a meaning ‘in the
head’. The third reason is very important for our work and
can be easily understood if we think about the meaning of
nouns. For example, the meaning of ‘cat’ is the set of cats in
the world. This is perfectly acceptable semantics but humans
are unlikely to see or have seen all the cats in the world. So,
when they see a cat that they have never seen before, they
need some rules that help them decide if this entity belongs
to the set of cats or not. These rules can be of many kinds, for
example, individually necessary and jointly sufficient condi-
tions encoded as a ‘concept’, that is mental representation.
There are many theories that try to accommodate the struc-
ture of concepts. For an extensive overview the reader can be
referred to [Laurence and Margolis, 1999].

The distinction between the ‘mental’ and the ‘physical’

5To be more precise, linguistic ‘symbols’ are actually signs, that
is they are conventionally associated with their referrent.

6e.g. ‘Santa Claus’
7e.g. If the person named could exhaust the meaning of a proper

name then a sentence like ‘Superman is Clark Kent’ would be a tau-
tology.

facet of meaning was first made by Gotlob Frege [Frege,
1892], who called them sense and reference respectively.
A few decades later, Carnap [Carnap, 1947] introduced the
terms intension and extension, which are widely used in Phi-
losophy of Language. A common way of visualising the fact
that sense determines reference is Ogden and Richards’ [Og-
den and Richards, 1923] ‘meaning triangle’. In Figure 4 the
linguistic symbol “cat” on the left stands for the set of enti-
ties that the word extends to (i.e. all the cats in the world), but
this relation is only indirect – hence the dotted line – because
what mediates is the ‘thought’, that is the sense CAT of the
word.

Figure 1: Meaning triangle for humans

The bottom line is that to achieve communication we need
reference and to achieve reference we need sense. But what
happens in the case of agents?

Agents use ‘words’ (predicates or constants) in order to
form ‘sentences’ (formulas8). Their ontologies are written in
languages that have clearly defined semantics with symbols,
combinatorial rules and a universe of discourse which repre-
sents the real world. Sets of entities9 from this universe give
meaning to the predicates and ultimately to formulas. How-
ever, it is important to mention that the grounding of the on-
tology symbols to the actual world is performed by means of
an interpretation function, which is where subjectivity enters
the scene: ontology words have the meaning that humans give
to them. In other words, it is the sense in the human head that
determines reference to the real world. This is acceptable
from a formal semantics point of view, but it does nothing
to prevent communication breakdown between agents. If we
want agents to communicate as if they were human, we need
to make them fix the reference themselves. In other words,
they need to be the ones that understand the meaning of their
terms in order to share it with other agents. Therefore, we
will need to create mental representations (senses) for every
word in the agent’s ‘head’ as shown in Figure 4.

As we will see in the next section, senses are represented as
bags of words which are created automatically by aggregating
information from various sources inside the ontology. Each
word in the service requesting agent’s ontology will have a
bag associated with it, which will represent the agent’s un-
derstanding of the word; that is, a sense which will help the
agent determine the word’s reference in the world. Compar-

8i.e. predicates instantiated with constants and perhaps com-
bined with other formulas in order to encode something that the
agent believes to be true

9or sets of tuples of entities
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Figure 2: Meaning triangle for agents

ing senses from the requester’s and the provider’s ontology is
a way to simulate negotiation of meaning and help the agents
communicate.

The system has a theoretical justification, but it also solves
previously unsolvable practical problems, namely online se-
mantic matching with limited access to the service provider’s
ontology. The following section breaks it down into its com-
ponents and explains the design desicions behind them.

5 Implementation
Our system is a search engine whose ‘queries’ and ‘doc-
uments’ are senses. As a thought experiment, imagine a
‘Google of meanings’, where we can input a mental repre-
sentation and get as output a ranked list of similar mental
representations.

Our model of semantic matching involves incorporating
bags of words in formal ontologies, in order to achieve some
semantic grounding - i.e. relations between the words in the
ontology and the objective world. The Semantic Matcher in
ORS is a search engine that tries to find the ‘best match’ for
the provider’s lexeme among the candidate lexemes in the re-
quester’s ontology. The provider’s lexeme is expanded into
a bag of words that make up its intensional meaning (i.e.
sense). This bag serves as a query to the search engine10. The
requester’s candidate lexemes are also bags or words, acting
as a collection of documents which will be ranked from the
most to the least relevant after the search has been performed.

The architecture of the Semantic Matcher is illustrated in
Figure 5. The Semantic Matcher as a search engine can be
broken down into the following three components:

1. Training the text acquisition model
The Text Acquisition Model is a set of databases cre-
ated by our WordNet and SUMO parsers (see Figure
5), taking as input the lexical resource Wordnet [Gross
and Miller, 2005], a database of SUMO-WordNet map-
pings11 [Niles and Pease, 2003] and a collection of 645
ontology files (different versions of 38 ontologies that
extend SUMO). The text acquisition model only makes
use of Wordnet synonyms, ignoring hyponyms and in-
stances, since this tends to disorient us from the lexeme’s

10something like what we would submit as input to Google; not to
be confused with a formal query written in languages such as SQL,
providerRQL etc.

11http://sigmakee.cvs.sourceforge.net/viewvc/sigmakee/KBs/
WordNetMappings/

Figure 3: Architecture of the Semantic Matcher

meaning. The 645 ontology files provide us with natu-
ral language documentation and superclass or type infor-
mation (i.e. what a lexeme is a subclass or an instance
of) for some SUMO lexemes, which is necessary since
SUMO is a modular ontology.
The above databases were parsed to create a set of
new easily readable databases. WordNet and SUMO-
WordNet mappings were scanned with regular expres-
sions using the WordNet parser and the ontology files
were parsed with the SUMO parser (which is able to
deal with SUO-KIF 12 and is robust to errors such as un-
balanced parentheses or quotes).
The text acquisition model that these databases form is a
collection of resources (later read as lookup tables; dic-
tionaries) that will determine what information can en-
ter the bag for each lexeme in the requester’s ontology.
These files have been created once and will only have
to be re-computed if the ontologies or WordNet version
have to be updated. Their format is very easily process-
able so as to decrease the computational time of the next
stage.

2. Sense Creation and Term Weighting
This module takes as input the requester’s ontology and

12the language that SUMO is written in
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the databases created in the previous stage and returns
a collection of bags of words, each one of which repre-
sents the intensional meaning (‘sense’) of a candidate
lexeme. Each bag contains weighted words; that is,
words with a co-efficient of importance.
We use the term sense creation to cover both text acqui-
sition, where some text relevant to the lexeme’s meaning
is extracted from the databases, and text transformation,
where this text is converted into words: the two sub-
processes of creating the bags of words. Acquisition and
transformation take place many times for every lexeme,
since bags are filled incrementally.
The text aquired from the databases is put through a
process of tokenisation (essentially, turned into words,
e.g., camel case words separated into individual words),
stopping (removal of semantically vacuous words) and
stemming (reducing words to their stem so that it is
easier to identify repetition of words, and therefore
gauge their significance). Next, every word in ev-
ery bag is assigned a weight, indicating how well that
word represents the bag. This is done using the tf-idf
(term frequency - inverse document frequency) weight-
ing scheme [Robertson and Jones, 1976].

3. Query Processing Whilst the previous two stages can
occur off-line, before interaction commences, this stage
must be done online, during interaction, because it is
only during interaction that the unknown lexemes are re-
vealed. Once interaction failure occurs, ORS performs
a diagnosis and, in the case that an unknown lexeme is
identified, calls the semantic matcher to identify which
of the candidate lexemes is the best match for this un-
known lexeme.

6 Evaluation
The system was evaluated using different versions of the
SUMO ontology and its sub-ontologies from the Sigmakee
repository13. When terms are changed between SUMO ver-
sions (e.g. ‘Corn’ becomes ‘Maize’), we have an objective
way of measuring the performance of the matcher because we
can safely regard terms and their renamings as synonyms and
compare these pairings with our system’s prediction. Initial
results are encouraging, with 57% of correct matches chosen
as the best by the system, 19% as the second-best. The out-
come of this implementation cannot be compared against pre-
vious work because, to our knowledge, it is the first attempt
to incorporate semantic matching in an agent communication
system that has minimal access to one of the ontologies, but
given the goals that ORS wants to achieve, we believe that
these results are very encouraging. However, because of the
sparse data available in the repository, it would be too early
to jump to conclusions. We are currently evaluating this work
more fully. In particular, we are investigating the possibil-
ity of performing large-scale evaluation using pairs of terms
from manually matched ontologies, which will be compared
to the pairs predicted by the system. We will not need to
use matched first-order ontologies, which are after all hard to

13http://sigmakee.cvs.sourceforge.net/viewvc/sigmakee/KBs/

find. Only the pairs of terms will suffice. We hope that our
full evaluation will confirm our initial positive results.

7 Future goals
In the above sections we showed that a bag-of-words model
can simulate word meaning in ontologies and facilitate com-
munication between agents with semantically heterogeneous
ontologies. However, we believe that perhaps the most im-
portant contribution of this work is that it paves the way for a
new approach in ontology matching where senses are not just
created from within the ontology but also discovered on the
web and therefore take advantage of the vast amount of data
available.

A bag-of-words model is structurally similar to a broad
folksonomy [Vander-Wal, 2005]. Folksonomy is a bottom-
up, not centrally controlled classification system in which
structure emerges out of the practice of users labelling dig-
ital resources (‘objects’) with keywords (‘tags’). Vander Wal
distinguishes between broad folksonomies and narrow folk-
sonomies [Vander-Wal, 2005]. The former are created when
a particular object can be tagged by different people so the
same tag can be assigned more than once. For example a De-
licious14 bookmark about, say, chocolate can have the word
‘recipes’ assigned to it 600 times, the word ‘chocolate’ 578
times, the word ‘food’ 423 times and so on. This pattern re-
veals some trends as to what vocabularies are generally con-
sidered appropriate to describe this resource. Narrow folk-
sonomies, on the other hand, are formed in systems where one
object can be labelled only by its author with distinct tags. For
example, a Flickr15 user can submit a photograph and anno-
tate it with keywords such as ‘surfing’, ‘waves’, ‘beach’ and
‘summer’. If it is made publicly available, it can be found by
other users who search for photos about ‘surfing’ or ‘waves’
and so on.

Folksonomy is a way to annotate digital resources on the
web for ease of retrieval and categorisation. Bringing folk-
sonomy into formal ontologies is an attempt to annotate phys-
ical resources, that is things in the actual world. It should
be noted that in our work so far folksonomies have been
constructed from sources (e.g. comments in the ontology)
that might reveal the ontology engineer’s intended meaning.
Therefore, they are not products of collaborative tagging.
One of our future goals is to use tag data from online sources
in order to help create senses in the agent’s ‘head’16.

The idea of statistically approximating senses has been ex-
tensively discussed by Halpin (e.g. [Halpin, 2009]) in the
context of semantic web architecture. In all these works
the author argues that “the meaning of any expression, in-
cluding URIs [equivalent to our ‘lexemes’ in ontologies], are
grounded out not just in their formal truth values or refer-
ents, but in their linguistically-constructed ‘sense’”. Halpin’s
‘sense’ is built on late-Wittgenstein’s [Wittgenstein, 1953]
idea of socially constructed meaning: the meaning a URI
(or an ontology word in our case) is determined by users.

14http://www.delicious.com/
15http://www.flickr.com/
16For instance, tags that often co-occur with the tag ‘cat’ on Deli-

cious might be used to simulate the meaning of the word ‘cat’.
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This is obvious in natural language, where words can change
meanings through the years because they are used differently.
To approximate this social aspect of meaning, Halpin and
Lavrenko [Halpin and Lavrenko, 2010] propose relevance
feedback as a way to collect data that indicates what meanings
people assign to URIs. For example, in a semantic search en-
gine, a query term (e.g. ‘dessicated coconut’) typed by a user
can help construct the sense of the URI which the user found
relevant.

This line of research is worth mentioning because it can
point to further work within the area of formal ontologies and
agent interaction. In particular, our work can be extended to
take social meaning into account and throw more words into
the ‘bags’ for ontology words. Since semantic search engines
only work with URIs for now, we can use tags co-occuring
with these words17 on sites like Delicious, where the power
of collaborative tagging can give us an intuition as to how
people assign meaning to words.

8 Conclusions
This paper briefly introduced our work on statistically ap-
proximating the meaning of words in formal ontologies in
order to perform matching on the fly, whenever the need
becomes apparent. We believe these ideas could be a ma-
jor step forward in the problem of ontology matching in an
agent communication environment, and in providing symbol
grounding for ontology terms. Furthermore, they can pro-
vide a framework for the design of matchers which exploit the
large amount of tag data available on the web. For instance,
one of our future goals is to extend the Semantic Matcher
so that it takes social meaning (i.e. how users conceptualise
words) into account. To achieve this, large databases of tags
such as Delicious or perhaps users’ input to semantic search
engines will prove to be of central importance.

The Semantic Matcher was created on the basis of Infor-
mation Retrieval principles, treating senses for words in the
ontology as ‘bags of words’. This was not just an engineering
decision but also a proposal for incorporating unordered sets
of words into the semantics of formal ontologies in order to
achieve symbol grounding.

Full details of the theory on which this work is based, to-
gether with full descriptions of the implementation and eval-
uation of our original work can be found in [Togia, 2010].
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Abstract
Creating links between the schemas of published
datasets is a key part of the Linked Open Data
(LOD) paradigm. The ability to discover these
links “on the go” requires for ontology matching
techniques to achieve sufficient precision and recall
within acceptable execution times. In this paper we
add two methods to the AgreementMaker ontology
matching system (but that could be used together
with other systems). A first method consists of
discovering a set of high-quality equivalence map-
pings based on concept similarity and of inferring
subclass mappings from that set. A second method
is based on the adoption of background terminol-
ogy that serves as a mediator. Sets of synonyms
and a hierarchy of concepts are taken into account,
as well as subclass relationships involving external
concepts that are imported into the ontologies be-
ing matched. Experimental results show that our
approach has good performance and improves pre-
cision on most matching tasks when compared with
a leading LOD approach.

1 Introduction
Linked Open Data (LOD) extends the linked data paradigm,
which identifies a set of best practices to publish and share
data on the web [Bizer et al., 2009], to open licensed data.
In order to integrate information from different datasets, the
capability of establishing “correct” links among data is cru-
cial. Linked data together with their schemas are usually rep-
resented by web ontologies that are defined using semantic
web languages such as RDFS and OWL. The problem of es-
tablishing links between datasets [Volz et al., 2009; Bizer et
∗Research partially supported by NSF IIS Awards 0513553 and

0812258 and by the Intelligence Advanced Research Projects Ac-
tivity (IARPA) via Air Force Research Laboratory (AFRL) con-
tract number FA8650-10-C-7061. The U.S. Government is autho-
rized to reproduce and distribute reprints for Governmental purposes
notwithstanding any copyright annotation thereon. The views and
conclusions contained herein are those of the authors and should not
be interpreted as necessarily representing the official policies or en-
dorsements, either expressed or implied, of IARPA, AFRL, or the
U.S. Government.
†Work partially performed while visiting the ADVIS Lab at UIC.

al., 2009] is therefore closely related to the problem of ontol-
ogy matching that has been investigated in the semantic web
and in the database communities [Rahm and Bernstein, 2001;
Euzenat and Shvaiko, 2007].

Recently, the need to perform matching “on the go” has
been addressed for dynamic applications [Besana and Robert-
son, 2005; Togia et al., 2010]. For example, the need to
match terms issued by an agent (sender) to terms in another
agent (receiver) where such communication may require only
a transitory agreement between parts of the agents’ ontologies
is one such scenario [Besana and Robertson, 2005]. To ad-
dress this scenario, possible research directions that are men-
tioned include the modification of “static” ontology match-
ing approaches to include filters that emphasize some map-
pings over others, thus increasing efficiency. However, none
of these dynamic applications are in the LOD domain.

Matching a set of input data and several LOD ontologies
“on the go” requires new techniques: (1) for ontology match-
ing that achieve a good trade-off between quality of the map-
pings and efficiency, (2) for classifying sentences against the
knowledge base built from the LOD cloud integration, and
(3) for evolving individual ontologies or the knowledge base
to adapt to a stream of incoming statements. In this paper we
focus on the first aspect.

Ontology matching in the linked data context faces new
challenges for it has been shown that several ontology match-
ing systems perform poorly when it comes to matching LOD
ontologies [Jain et al., 2010]. One of the reasons is that many
ontology matching systems are better tailored to discovering
equivalence relations. This is clearly a drawback in matching
LOD ontologies because only a few equivalence relations can
be found among concepts in different ontologies. Therefore
the capability to discover subclass relations becomes crucial
when the number of links among LOD sources increases.

Prior work in matching ontologies in LOD has been per-
formed by the BLOOMS system [Jain et al., 2010]. This
work has introduced a new matching approach based on
searching Wikipedia pages related to ontology terms: the
categories extracted from these pages are then organized
into graphs and used to match the terms in the ontology.
BLOOMS performs better than other systems that were not
designed with the goal of matching LOD ontologies, but were
instead designed to work in “classic” ontology matching set-
tings based on equivalence mappings, such as those in the
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Ontology Alignment Evaluation Initiative (OAEI) competi-
tion [Euzenat et al., 2010]. However, both the accuracy and
the efficiency obtained by BLOOMS in LOD settings are far
lower than those obtained by “classic” systems when per-
forming tasks for which they were designed. BLOOMS is
also not a top performer in “classic” ontology matching.

In this paper we extend AgreementMaker1 [Cruz et al.,
2009a; 2009b], an ontology matching system for ontologies
expressed in a wide variety of languages (including XML,
RDF, and OWL), which has obtained some of the best results
in the OAEI competition [Cruz et al., 2010], with the objec-
tive of testing its viability in the LOD domain. Therefore, in
this paper we address the following two questions. How can a
system like AgreementMaker be extended to handle mappings
other than equivalence mappings? Can AgreementMaker
achieve good accuracy and efficiency in the LOD domain?

To address the first question, we present two methods. The
first method evaluates the lexical similarity between two on-
tology terms to discover equivalence relations. Afterwards
we exploit the equivalence relations to infer a first set of
subclass relations between the ontology terms. The second
method discovers a second set of subclass relations by com-
paring the two ontologies with a third-party ontology repre-
senting background knowledge.

As for the second question, we show that our approach
achieves better results in matching LOD ontologies than any
other ontology matching system in terms of average precision
(over a set of tasks). In terms of average recall our approach
is the second best after the BLOOMS system. In addition, our
approach is more efficient than BLOOMS and has the advan-
tage of consisting of methods that can be integrated with an
existing ontology matching system. Because of these results,
AgreementMaker is currently the only system that achieves
top performance both in the “classic” and LOD domains.

The paper is organized as follows. Related work is dis-
cussed in Section 2. The proposed methods to improve on-
tology matching in the LOD domain are described in Section
3. The experimental evaluation of the proposed approach,
based on previously proposed reference alignments [Jain et
al., 2010] is discussed in Section 4. Concluding remarks end
the paper in Section 5.

2 Related Work
We discuss related work whose main focus is on schema-level
mappings (as opposed to instance-level mappings [Volz et al.,
2009]). We also mention an approach that makes use of back-
ground information and finally we describe three approaches
that use the “on the go” paradigm.

The data fusion tool KnowFuss uses schema-level map-
pings to improve instance co-reference [Nikolov et al., 2009].
It does not, however, address the discovery of schema-level
mappings. An approach for ontology matching that uses
schema-level (as well as instance-level) mappings has been
proposed in the context of geospatial linked datasets [Parun-
dekar et al., 2010]. This approach infers mappings between
ontology classes by analyzing qualitative spatial relations be-
tween instances in two datasets. It is therefore specific to the

1http://www.agreementmaker.org.

geospatial domain.
The BLOOMS system features a new approach that per-

forms schema-level matching for LOD. It consists of search-
ing Wikipedia pages related to ontology concepts: the cate-
gories extracted from these pages (using a Web service) are
organized into trees and are compared to support matching
between ontology concepts [Jain et al., 2010]. To evaluate
ontology matching for LOD, BLOOMS uses seven match-
ing tasks and defines the gold standard or reference align-
ment for those tasks. Their tasks consider pairs of popu-
lar datasets (e.g., DBpedia, FOAF, GeoNames). They com-
pare BLOOMS with well-known ontology matching systems
such as RiMOM [Li et al., 2009], S-Match [Giunchiglia
et al., 2007], and AROMA [David et al., 2006] that have
participated in the Ontology Alignment Evaluation Initiative
(OAEI) [Euzenat et al., 2010]. They show that BLOOMS
easily outperforms those systems in the LOD domain. How-
ever, in the OAEI tasks, when compared with those systems,
BLOOMS produces worse results when discovering equiva-
lence mappings even if achieving better results when discov-
ering subclass mappings [Euzenat et al., 2010].

The SCARLET system introduces the idea of looking for
clues in background ontologies to determine the meaning of
concepts [Sabou et al., 2008]. It uses logic-based rules to in-
fer mappings whereas in this paper we determine the overlap
between sets of concept descriptors. SCARLET has not been
evaluated in the LOD domain.

There are a few ontology matching approaches that specif-
ically address the “on the go” matching paradigm (but have
not been tested in the LOD domain). In one of them, an in-
teresting matching process takes place where mappings be-
tween terms are dynamically discovered during the inter-
action between autonomous agents [Besana and Robertson,
2005]. Because only relevant portions of the ontologies are
mapped at a time, this approach is quite relevant to the prob-
lem of matching sentences against a set of available ontolo-
gies. Another approach introduces an “on-the-fly” method
to match RDF triples to support semantic interoperability in
smart spaces [Smirnov et al., 2010]. A third approach pro-
poses a framework where folksonomies are used as mediators
in the ontology matching process [Togia et al., 2010].

3 Matching LOD ontologies
Given a source ontology S and a target ontology T , a map-
ping is a triple 〈cS , cT , r〉 where cS and cT are concepts in
S and T , respectively, and r is a semantic relation that holds
between cS and cT .

A set of mappings is called an alignment. A reference
alignment is an alignment found by experts, against which the
accuracy of other alignments, as measured in terms of preci-
sion and recall, can be determined. In ontology matching one
attempts to find as many accurate mappings as possible using
matching algorithms, which we call matchers.

We consider three types of semantic relations: subclass of,
superclass of, and equivalence, or, for short, sub, sup, and
equiv, respectively. Given these relations we can define three
types of mappings: 〈cS , cT , sub〉, meaning that cS is a sub-
class of cT , 〈cS , cT , sup〉 meaning that cS is a superclass
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of cT , and 〈cS , cT , equiv〉 if and only if 〈cS , cT , sub〉 and
〈cS , cT , sup〉. In this case, cS and cT are equivalent classes.

Our approach to matching LOD ontologies is based on two
methods:
Similarity-based mapping discovery. This method uses a
similarity metric to compare the source and target ontologies:
(1) to discover a set EQsim of equivalence mappings, and (2)
to infer two sets of subclass and superclass mappings, respec-
tively SUBsim and SUPsim from the equivalence mappings.
Mediator-based mapping discovery. This method com-
pares the source and target ontologies to a third-party on-
tology, the mediator ontology, to discover two sets of sub-
class and superclass mappings, respectively SUBmed and
SUPmed.

The alignment between S and T is defined as the union of
the sets of mappings determined by the two discovery meth-
ods:

EQsim ∪ SUBsim ∪ SUPsim ∪ SUBmed ∪ SUPmed

Next, we first describe the algorithms that are at the core of
each method and then we explain how these algorithms have
been modified to improve the accuracy of the alignment.

3.1 Similarity-based Mapping Discovery
Equivalence mappings are discovered by evaluating a similar-
ity value in the interval [0,1] between every pair 〈cS , cT 〉 of
source and target concepts, denoted sim(cS , cT ). The sim-
ilarity value signifies the confidence with which we believe
that the two concepts are semantically equivalent. A matcher
computes the similarity values between all the possible pairs
of concepts and stores the results in a similarity matrix. We
use the Advanced Similarity Matcher (ASM) to compute the
similarity matrix, which evaluates the lexical similarity be-
tween the two strings that represent both concepts [Cruz et
al., 2010]. For each pair of concepts and a threshold th, such
that sim(cS , cT ) ≥ th, the mapping 〈cS , cT , equiv〉 is in-
cluded in the set of equivalence mappings EQsim.

Starting from EQsim, we build SUBsim and SUPsim by
considering subclasses and superclasses of the concepts cS

and cT that appear in the mappings 〈cS , cT , equiv〉 ∈ EQsim.
We add to the set SUBsim (respectively, SUPsim) all the
triples 〈xS , cT , sub〉 (respectively, 〈cS , xT , sup〉) such that
xS is a subclass of cS (respectively, cT is a subclass of xT ).

In the context of LOD, we note two important differences
from ontologies that have been used for other tasks, such as
those used in the OAEI competition [Euzenat et al., 2010].
The first being a consequence of the use of subclass and su-
perclass mappings that are derived from equivalence map-
pings. This means that a wrong equivalence mapping can
propagate an error to all the derived mappings. For this rea-
son, in the LOD domain we set a very high threshold, e.g.,
0.95, while in several other domains thresholds in the range
[0.6, 0.8] are usually adopted [Cruz et al., 2010].

The second difference is that when compared with the
OAEI datasets, LOD ontologies often use several concepts
(e.g., foaf:Person in the Semantic Web Conference ontology)
imported from other ontologies that need to be considered in
the matching process. The above method is therefore refined

by introducing a global matching technique for the external
concepts used in an ontology.

For example, several external concepts used in LOD on-
tologies, such as wgs84 pos:SpatialThing—a concept refer-
enced in the GeoNames ontology—are used across different
ontologies; they could provide useful information in discov-
ering additional mappings. That is, one could arrive at a map-
ping between dbpedia:Person and wgs84 pos:SpatialThing
by knowing that foaf:Person has been defined as subclass of
wgs84 pos:SpatialThing elsewhere.

We introduce the following technique. For each concept cS

in S that has been imported from an external ontology E, we
search across several LOD ontologies (currently a restricted
pool of well-known ontologies, such as DBpedia or FOAF,
under the assumption that their concepts are shared in prac-
tice by a large community) for all concepts that are defined as
subclasses of cS and we match these concepts with the con-
cepts of the target ontology using ASM. We perform the same
for each concept cT in T . In particular, if there is in some ex-
ternal ontology E a concept xE such that xE has been defined
as subclass of cS (respectively, cT ) and for some concept cT

(respectively, cS), we have that sim(xE , cT ) ≥ th (respec-
tively, sim(cS , xE) ≥ th) then 〈cS , cT , sup〉 ∈ SUPsim (re-
spectively, 〈cS , cT , sub〉 ∈ SUBsim).

3.2 Mediator-based Mapping Discovery
In order to discover the sets SUBmed and SUPmed we use
an algorithm that takes as input the mediator ontology in ad-
dition to the source and target ontologies. The mediator on-
tology provides background terminology organized in a class
hierarchy. Each concept is associated with a set of labels,
which are synonyms of the concept. Conversely, a label can
be associated with one or more concepts. In this paper our
mediator ontology is WordNet, with the class hierarchy be-
ing the hyperonym hierarchy and the set of labels being the
synsets.

As in Subsection 3.1, we compare every concept of the
source ontology with every concept in the target ontology.
However, this time we perform comparisons involving also
the sets of labels and the sets of hyperonyms in the mediator
ontology.
Step 1: Each concept in the source (respectively, target) gets
associated with a set of concepts in the mediator ontology.
This association is made through the concept labels: every
time a label matches exactly a concept in the source (re-
spectively, target) ontology, then that mediator concept be-
comes associated with the source (respectively, target) con-
cept. Given a concept c, the set of mediator concepts associ-
ated with it is denoted BST c (for Background Synonym Ter-
minology).
Step 2: Each concept in the source (respectively, target) gets
associated with a set of hyperonyms from the mediator on-
tology. This association is made through the previously built
sets of synonyms. Given a concept c, we consider each con-
cept in BST c and extract its hyperonyms in the mediator on-
tology. Finally, we union all such sets thus obtaining a set for
each concept c denoted BHT c (for Background Hyperonym
Terminology).
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Step 3: We use the sets obtained in the previous two steps
to build the sets of subclass and superclass mappings denoted
respectively by SUBmed and SUPmed as follows: if there is
a number n ≥ 1 of synonyms of a concept cS (respectively,
cT ) that appear as hyperonyms of another concept cT (respec-
tively, cS), then cS is more general than cT (respectively, cT

is more general than cS), that is, 〈cS , cT , sup〉 ∈ SUPmed

(respectively, 〈cS , cT , sub〉 ∈ SUBmed ). We experimentally
set n to 2, which provides a good trade-off between precision
and recall.

This three-step algorithm has potentially two shortcom-
ings. The first one is that we seek labels in the mediator on-
tology that are similar to a concept in the source (or target)
ontology. In certain cases a mediator label (e.g., bank) can
be similar to an ontology concept (e.g., bank, meaning finan-
cial institution), but the mediator concept (e.g., mound) be se-
mantically unrelated, thus decreasing precision. The second
one is that it may not be possible to find a match among the
mediator labels for ontology concepts that are noun phrases
after tokenization (e.g., Sports Event), thus decreasing the al-
gorithm’s recall. Therefore, to improve precision and recall
of the proposed algorithm, we refine Step 1 by performing
“lightweight” semantic disambiguation that involves the su-
perclasses and subclasses of the ontology concepts and the
hyponyms and hyperonyms of the mediator concepts. We
also add Step 4, which performs lexical analysis of noun
phrases.
Step 1 (addition): When possible, we narrow the set BST c

into a subset BST c by checking if some subclass (respec-
tively, superclass) of c is related through synonyms with some
hyponym (respectively, hyperonym) of some mediator con-
cept x in BST c, and, if this is the case, we include only that
mediator concept x in BST c.
Step 4: In the case of noun phrases, we use a best effort ap-
proach that produces good results in practice. The concept de-
noted by a noun phrase is more specific than the concepts de-
noted by the individual names occurring in the noun phrases.
Since in most cases the noun phrase narrows the scope of
the main noun occurring in the phrase (e.g., Sports Event
denotes a narrower concept than Event), and since in En-
glish the main noun is usually the last name occurring in the
noun phrase, we use this knowledge to extract the main nouns
and then attempt to find correspondences between them and
the names of the concepts using ASM; based on these cor-
respondences, we extrapolate subclass and superclass map-
pings. In particular, let noun(c) be the main noun of a noun
phrase denoting concept c. If sim(noun(cS), cT )) ≥ th, then
〈cS , cT , sub〉 ∈ SUBmed; if sim(cS ,noun(cT )) ≥ th, then
〈cS , cT , sup〉 ∈ SUPmed.

4 Experimental Results
Table 1 lists the ontologies that we have used for our ex-
periments, which are the same that were considered by the
BLOOMS system2 [Jain et al., 2010], as no benchmark has
been set otherwise for the LOD domain. The table shows the
number of concepts in the ontologies and the number of ex-
ternal ontologies that they import.

2http://wiki.knoesis.org/index.php/BLOOMS.

Ontology # Classes # External ontologies
AKT Portal 169 1
BBC Program 100 2
DBpedia 257 0
FOAF 16 0
GeoNames 10 0
Music Ontology 123 8
Semantic Web Conference 172 0
SIOC 15 0

Table 1: Ontologies in the experimental dataset.

The evaluation settings consist of seven matching tasks, in-
volving different types of comparisons. For example, Mu-
sic Ontology and BBC Program are both related to entertain-
ment, whereas some other comparisons involve general pur-
pose ontologies, such as DBpedia.

Table 2 shows the comparison between the results obtained
by AgreementMaker and the results previously obtained for
the S-Match, AROMA, and BLOOMS ontology matching
systems [Jain et al., 2010]. We are omitting other results
because they are not competitive [Jain et al., 2010]. In ad-
dition, we have modified the reference alignment for the
GeoNames–DBpedia matching task and marked such results
clearly with “*”, while reporting also on the results with-
out this modification. We modified the reference alignment
by including the subclass mapping between dbpedia:Person
and wgs84 pos:SpatialThing and a set of mappings consis-
tently derived from this one (namely mappings between all
subclasses of dbpedia:Person and wgs84 pos:SpatialThing).
This update makes sense in light of the fact that the subclass
relation between foaf:Person and wgs84 pos:SpatialThing al-
ready appears in the reference alignment of several matching
tasks. As can be seen in Table 2, our system achieves the best
average precision (with or without the modification), while
being the second best in average recall after BLOOMS. We
comment next on the results obtained for each task.
Task 1. For the FOAF–DBpedia matching task, our system
is the best one, both in precision and recall. This is because
of our global matching technique described in Section 3.1,
which finds correct mappings based on external ontologies
and propagates those mappings through the subclasses of the
involved concepts.
Task 2. For the GeoNames–DBpedia matching task,
BLOOMS is not able to find mappings. This is because
the GeoNames ontology has very little information in the
ontology proper; instead, the actual categories are encoded
in properties at the instance level. However, S-Match has
perfect recall (100%), though precision is low (20%). Our
global matching technique, which uses the external definition
of concepts, is the reason why AgreementMaker outperforms
all the other systems. With the modification to the reference
alignment already mentioned, our results are extremely good,
though comparison with the other systems was not possible
in this case.
Task 3. For the Music Ontology–BBC Program matching
task, the clear winner is BLOOMS, with AgreementMaker
second. BLOOMS uses Wikipedia while we use WordNet,
a generic background ontology. Wikipedia is very well suited
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S-Match AROMA BLOOMS AgreementMaker
Matching Task Prec Rec Prec Rec Prec Rec Prec Rec
FOAF–DBpedia 0.11 0.40 0.33 0.04 0.67 0.73 0.72 0.80
GeoNames–DBpedia 0.23 1.00 0.00 0.00 0.00 0.00 0.26 0.68
GeoNames*–DBpedia* - - - - - - 0.88 0.88
Music Ontology–BBC Program 0.04 0.28 0.00 0.00 0.63 0.78 0.48 0.16
Music Ontology–DBpedia 0.08 0.30 0.45 0.01 0.39 0.62 0.62 0.40
Semantic Web Conference–AKT Portal 0.06 0.40 0.38 0.03 0.42 0.59 0.48 0.43
Semantic Web Conference–DBpedia 0.15 0.50 0.27 0.01 0.70 0.40 0.58 0.35
SIOC–FOAF 0.52 0.11 0.30 0.20 0.55 0.64 0.56 0.41
Average 0.17 0.43 0.25 0.04 0.48 0.54 0.53 0.46
Average* - - - - - - 0.62 0.49

Table 2: Comparison of AgreementMaker with other ontology matching systems.

Matching Task Load SB MB Total
FOAF–DBpedia 6.9 3.1 1.7 11.7
GeoNames–DBpedia 6.6 1.5 1.6 9.8
Music Ontology–BBC Program 16.0 3.7 4.7 24.4
Music Ontology–DBpedia 26.3 18.2 7.5 52.1
Semantic Web Conference–AKT Portal 3.5 2.1 2.8 8.3
Semantic Web Conference–DBpedia 7.9 8.1 2.4 18.5
SIOC–FOAF 0.1 0.2 1.7 2.0

Table 3: Execution times (in seconds) of the matching process (loading, similarity-based, mediator-based, and total).

for this kind of ontologies, because it covers their specific vo-
cabulary.
Task 4. For the Music Ontology–DBpedia matching task,
and in contrast with the previous task, our results are com-
parable with those of BLOOMS. We achieve higher preci-
sion, while BLOOMS achieves higher recall, in what con-
stitutes a perfect swap between precision and recall, respec-
tively 39% and 62% for BLOOMS and 62% and 40% for
AgreementMaker. That is, our system presents only map-
pings for which it is very confident, thus favoring precision,
while BLOOMS clearly favors recall. The next best system,
S-Match, has reasonable recall (30%), albeit at the cost of
very low precision (6%).
Task 5. For the Semantic Web Conference–AKT Portal
matching task of scientific publications, BLOOMS favors re-
call again while AgreementMaker favors precision. S-Match
favors recall at the cost of very low precision while Aroma
favors precision at the cost of very low recall.
Task 6. For the Semantic Web Conference–DBpedia match-
ing task, BLOOMS is the leader in both precision and recall,
with AgreementMaker second. The conference domain is the
same used in the OAEI competition. BLOOMS performs well
because DBpedia is closely related to Wikipedia. S-Match
has interesting recall (50%) but low precision (15%).
Task 7. For the SIOC–FOAF matching task, both general
linguistic understanding and specific domain vocabulary are
needed because SIOC is an ontology related to online com-
munities. BLOOMS, S-Match, and AgreementMaker are
close in precision (respectively, 55%, 52%, and 56%), but
BLOOMS leads in recall because of its use of Wikipedia.

Table 3 shows the total execution times of
AgreementMaker for the seven matching tasks as well
as the times for the different subtasks, namely loading,

mapping discovery using the similarity-based (SB) method
and the mediator-based (MB) method. We note that the total
time never exceeds one minute, even when large ontologies
like the Music Ontology and DBpedia are being matched.

A complete comparison of all the systems in terms of ex-
ecution time was not possible. However, we compared the
performance of the Semantic Web Conference–AKT Portal
matching task in BLOOMS and in AgreementMaker. While
BLOOMS took 2 hours and 3 minutes, AgreementMaker per-
formed the same task in only 8.3 seconds. We ran our exper-
iments using an Intel Core2 Duo T7500 2.20GHz with 2GB
RAM and Linux kernel 2.6.32-30 32 bits.

5 Conclusions
In this paper we described an efficient approach to schema-
level ontology matching, which provides a step forward to-
wards “on the go” ontology matching in the Linked Open
Data (LOD) domain. We extended the AgreementMaker on-
tology matching system with two methods, one based on the
evaluation of similarity between concepts and one based on
the comparison of ontologies using background terminology.

The current leading system in the LOD domain is
BLOOMS [Jain et al., 2010], therefore this is the system with
which to compare other systems. The work on BLOOMS
has also led to the creation of seven tasks and respective ref-
erence alignments in the LOD domain, an important con-
tribution to the field. While AgreementMaker outperforms
BLOOMS in “classic” ontology matching settings [Euzenat
et al., 2010], in the LOD domain no system clearly outper-
forms the other. A general observation is that BLOOMS ob-
tains better recall than AgreementMaker (in five of the seven
tasks), while AgreementMaker obtains better precision than
BLOOMS (in five of the seven tasks). However, given these
results, AgreementMaker is the top performer in both “clas-

41



sic” and LOD ontology matching.
In the same way that in “classic” ontology matching no sin-

gle strategy yields the best results in all cases, the same can
be said for the LOD domain. For example, AgreementMaker
needs to extend access to background information and in par-
ticular to Wikipedia for the matching of certain ontologies
(e.g., Music Ontology and BBC Program). In spite of the
good results obtained by BLOOMS and by AgreementMaker,
precision and recall are lower than in the “classic” domains.
The well-known trade-off between precision and recall ap-
pears to be more noticeable in the LOD domain.

The problem of ontology matching in the LOD domain is a
necessary component of discovering meaning “on the go” in
large heterogeneous data—this being the subject of this paper.
Another important component consists of the ability to match
sentences (for example, expressed in natural language or as
RDF statements) against the large knowledge base that can
be built from the LOD cloud—this will allow for answering
queries, annotating text, and disambiguating terms.
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[David et al., 2006] Jérôme David, Fabrice Guillet, and
Henri Briand. Matching directories and OWL ontolo-
gies with AROMA. In International Conference on Infor-
mation and Knowledge Management (CIKM), pages 830–
831, 2006.

[Euzenat and Shvaiko, 2007] Jérôme Euzenat and Pavel
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Abstract
Achieving semantic interoperability is a difficult
problem with a lot of challenges yet to address.
Some of them include matching large-scale data
sets, tackling the problem of missing background
knowledge, evaluating large scale results, tuning
the matching process and doing all of the above in a
realistic setting with resource and time constraints.
In this paper we report the results of a large-
scale matching experiment performed on domain-
specific resources: two agricultural thesauri. We
share the experience concerning the above men-
tioned aspects of semantic matching, discuss the re-
sults, draw conclusions and outline perspective di-
rections of future work.

1 Introduction
Semantic heterogeneity is a well-known problem and arises
in many fields and applications. Many solutions have been
proposed and many aspects of the problem are covered in
papers (see surveys [Doan and Halevy, 2005; Choi et al.,
2006; Shvaiko and Euzenat, 2005]) and books [Euzenat and
Shvaiko, 2007]. However, the problem is far from being con-
sidered solved. In fact, a definitive list of challenges yet to ad-
dress in the field have been proposed [Shvaiko and Euzenat,
2008].

This paper considers an instance of semantic heterogeneity
problem: matching two thesauri. The experiment described
in this paper relates to several of the problems highlighted in
[Shvaiko and Euzenat, 2008]. We test the feasibility of con-
ducting a large scale mapping experiment. Large scale exper-
iments were conducted before in [Giunchiglia et al., 2009b]
and [Giunchiglia et al., 2009c], but this paper pushes the bar
one order of magnitude higher: to the data sets with tens
of thousand nodes. We test the importance of background
knowledge with larger coverage for a domain-specific prob-
lem. Similarly to [Lauser et al., 2008] we focus on agricul-
tural domain, but on different aspects of the matching prob-
lem. This experiment can also serve as use case and as start-
ing point for a creation of a new large-scale golden standard.

This paper describes an experiment in matching two the-
sauri: Agrovoc and CABI. This paper briefly describes the
technique used for matching, the matched thesauri, the set up

of the experiment, the experiment results and their evaluation.
Finally, we make conclusions and propose future work.

2 Matching technique
In this experiment we use a semantic matching algorithm S-
Match [Giunchiglia et al., 2007] empowered with a minimal
semantic matching algorithm [Giunchiglia et al., 2009a]. The
semantic matching algorithm implemented in the S-Match
framework1 [Giunchiglia et al., 2010] consists of four steps.
First, input sources, which consist of labels in natural lan-
guage, are enriched with logical formulas using concepts
drawn from a linguistic resource. Second, the formulas are
contextualized to reflect the position of the concept in the
initial data. During these two steps we use natural lan-
guage processing techniques tuned to short text [Zaihrayeu et
al., 2007]. As a result we have transformed our input into
lightweight ontologies [Giunchiglia and Zaihrayeu, 2009].
Third, all atomic concepts identified in the source and tar-
get thesaurus, are matched using background knowledge and
other techniques, like string matching. Fourth, complex con-
cepts from source and target thesaurus are matched using sat-
isfiability solver and axioms collected on the third step.

The minimal semantic matching algorithm MinSMatch
[Giunchiglia et al., 2009a] exploits the fact that given the two
source trees and the mapping, the mapping may contain some
elements that may be derived from the others. Such elements
are called redundant and can be excluded from the mapping,
reducing it, often significantly. MinSMatch allows one to
compute directly such a minimal mapping, saving computa-
tional efforts.

As a source of background knowledge for the first and the
third steps we have used WordNet [Fellbaum, 1998]. In an at-
tempt to alleviate the problem of lack of background knowl-
edge [Giunchiglia et al., 2006] we also use an extended ver-
sion of WordNet, made available by the Stanford WordNet
project2. WordNet provides a good coverage of the general
part of the language, its slowly changing core. In turn, the
extended version of WordNet contains about 4 times more
concepts than the original WordNet 2.1. For example, we ex-
tracted 78 551 (WordNet: 19 075) multiwords and 1 271 588

1http://semanticmatching.org/
2http://ai.stanford.edu/˜rion/swn/
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(WordNet: 755 306) hypernym relations. The extended ver-
sion is generated automatically and is 84% accurate [Snow et
al., 2006].

3 Thesauri
Agrovoc thesaurus and CABI thesaurus are two thesauri that
contain terms from agricultural domain. They both cover the
same domain of agriculture, which makes the matching task
specific to agricultural domain. However, the knowledge base
we use is generic and provides limited coverage of the agri-
cultural domain. This factor alone is a serious challenge.

3.1 Agrovoc thesaurus
For our experiments we have used two versions of Agrovoc
thesaurus. For the first two runs we have used hierarchical
representation of the thesaurus from 10 August 20073 and for
the second two runs — the database version of the thesaurus
from 03 November 20094, which we converted into a com-
patible representation.

The version from 10 August 2007 was preprocessed and
some terms5 with a special mark-up were removed. The pre-
processed version contains 35036 terms.

The version from 03 November 2009 is significantly im-
proved in content and in structure as compared to the 2007
version. It was loaded directly from the database and con-
verted into a hierarchical representation. Again, same terms
with a special mark-up were removed. This resulted in 40 574
loaded terms. After several checks6 on the thesauri structure
and following terms removal, 32 884 terms remained. Finally,
after taking into account multiple broader terms (BT) issue
and decision to leave all BT links, including those leading
to multiple inheritance, we have obtained a tree with 47 805
leaf-terms.

All the following figures describe the version of Agrovoc
from 03 November 2009. Out of 32 884 terms 11 720 are sin-
gle words, 21 161 are multiwords, that is, terms having more
than one word. Most of them use space as a separator, al-
though there are few terms using “,”, “-” and “/” as a separa-
tor. Table 1 provides details on comparison of thesauri.

The final tree of 47 805 leaf-terms is a hierarchy contain-
ing a maximum of 14 levels. 76 BT relations were found to
be redundant7. 1 207 terms have more than one BT relation.
During this conversion we decided to leave these relations,
effectively multiplying terms. Leaving a term in two places
in a hierarchy increases the chances of it to be matched.

3.2 CABI thesaurus
For our experiments we used an “unversioned”8 version of
CABI thesaurus, which we converted into a compatible rep-
resentation. The available version is not complete. As we

3file ag hierarchy 20070810 EN UTF8.txt
4file agrovocnew.zip/agrovocnew 20091103 1627.sql
5like “Siluroidei (141XXXXXXX)”
6symmetric use of USE/UF, hierarchy redundancy, multiple

broader terms
7if “A nt C” and “A nt B nt C” then relation “A nt C” is considered

redundant
8file CABTHESNontaxNonchem.txt dated from 01 November

2009

Characteristic CABI Agrovoc
Tree leaves 29 172 47 805

Terms count 18 200 32 884
Single words 6 842 11 720

Multiwords 11 358 21 161
Hierarchy depth 7 14

multiple BT 2 546 1 207
redundant BT 57 76

Table 1: Thesauri comparison

cachexia
TNR: 18089
BT: human diseases
BT: nutritional disorders
NT: wasting disease
RT: anaemia
RT: malnutrition

Figure 1: Sample CABI record

found out during the conversion, there are many terms, re-
ferred to, but not present. We suppose that the chemical and
taxonomical terms are missing.

After the same checks we did for Agrovoc, 18 200 terms
were loaded. 57 BT relations were found to be redundant.
2 546 terms have more than one BT relation. During this con-
version we decided to leave these relations, effectively mul-
tiplying terms. Leaving a term in two places in a hierarchy
increases the chances of it being matched. The final tree of
29 172 leaf-terms is a hierarchy containing a maximum of 7
levels.

Out of 18 200 terms 6 842 are single words, 11 358 are mul-
tiwords. Most of them use space as a separator, although there
are few terms using “,”, “-” and “/” as a separator. Table 1
provides detailed thesauri comparison.

Fig. 1 shows an example CABI record in the original for-
matting.

4 Experiments set up
We conducted a set of four experiments. Table 2 summa-
rizes the parameters of our experiments. Notice for the fourth
experiment we use S-Match because applying Min S-Match
for flat structures brings no advantages. The following steps
could be varied in the experiment.

First, a conversion from thesauri formats can be performed
in a variety of ways. The most important parameters that in-
fluence the final result include: how to import relations, how
to resolve ambiguities arising during conversion process and
which knowledge base to use. We import only BT and NT
(narrower term) relations for establishing a hierarchy of con-
cepts. During the import we found a number of terms that
have multiple broader terms. Such concepts could be placed
in two (or more) places in the final hierarchy. Instead of re-
moving BT relations until one remains, we left these terms
under all their broader terms to increase matching chances.
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Second, we can preserve the hierarchy of terms using BT
and NT relations, or we can match term to term without con-
sidering the hierarchy (flat match).

Third, we can use different knowledge bases. We used two
knowledge bases: WordNet version 2.1 and a 400.000 version
of Stanford WordNet Project.

Fourth, we can choose between standard semantic match-
ing and minimal semantic matching.

Fifth, the input sources were changed for the last two ex-
periments mostly for technical reasons. According to experts,
the structure and content of the 2009 version of Agrovoc has
been improved a lot in comparison with the 2007 version.
However, the 2009 version was not available during the first
two experiments, but due to the amount of changes it was
decided that it would be beneficial to proceed with a new ver-
sion.

The matching consists of four steps: preprocessing (or
concept at label computation), contextualization (or concept
at node computation), element-level matching and structure-
level matching. Below we will refer to some parameters and
figures related to these stages of matching process.

Table 3 summarizes the quantitative results of the pre-
processing stage. Using a general-purpose knowledge base
such as WordNet on a domain-specific input results in a high
amount of unrecognized words. For these words the matcher
has to rely only on string-based matching techniques. Using
extended WordNet from Stanford WordNet Project results in
slightly improved coverage. Differences in coverage also de-
pend on the differences in thesauri versions and on the con-
version parameters.

5 Experimental results
Table 4 summarizes the results of the experiments. Using ex-
tended knowledge base on the element-level matching step
increases mapping size. Relatively small amount of equiva-
lence relations should be noted in the first experiments. In the
fourth experiment, where BT/NT relations were not used for
conversion and only plain terms were matched, the amount of
discovered equivalence links is significantly larger.

In the latter case the algorithm was able to establish an
equivalence (EQ) relation directly between two terms, while
in the former cases it failed to establish the relation when in-
termediate terms were present in the hierarchy. We hypothe-
size that if the pairs of terms in question are the same, then
this could be due to the lack of background knowledge. That
is, in the former cases, a proper relation was not established
between the intermediate terms, thus preventing the establish-
ment of a relation between the end terms. Another option is
that this is a consequence of using minimal match algorithm.
Namely, the relation was established from one term to an-
other, but either remained as a derived one and to be found
in the maximized mapping (unlikely, because the amount of
EQs in maximized mapping is roughly the same), or again,
lack of background knowledge prevented the establishment
of a relation between intermediate terms, in turn preventing
the establishment of a relation between the end terms.

We report here both maximized and minimized mapping
sizes due to their different purposes. The minimized map-

Experiment 1 2 3 4
Memory used, Mb 2 082 1 718 2 982 1 104

Run time, hours ˜10,5 ˜12 ˜27 ˜7,5

Table 5: Experiments run time and memory

ping contains sort of “compressed information”, leaving out
many links, which could be derived. Therefore it is useful for
exploration and validation as it minimizes the effort required
[Maltese et al., 2010]. If used with applications, however,
the consuming application should be aware of semantics of
the minimal mapping. The maximized mapping has tradi-
tional semantics and is ready for the immediate consumption
by applications. The difference between minimized and max-
imized mapping sizes reaches 17 times.

For the fourth experiment, mapping maximization (or min-
imization) is not applicable due to the absence of hierarchy.
For convenience only, we report the results together with min-
imized mappings.

Table 5 provides the runtime and the memory as reported
by the Java virtual machine during the experiments. The ex-
periments were executed on a laptop with Intel Core 2 Duo
T9600 processor and 4G RAM under Windows 7 x64 us-
ing the 64-bit Java machine. The run times should be con-
sidered approximate, because, although S-Match currently
runs single-threaded and there were two processors available
with one available almost exclusively for JVM, the match-
ing process was not the only process in the OS and other
(lightweight) activities were conducted during the experi-
ments.

The significantly larger run time of the 3rd experiment
could be explained by the fact that JVM was using all avail-
able memory and parts of it were swapped, slowing down
calculations.

6 Evaluation
In matching experiments, evaluation is not a simple task [Au-
tayeu et al., 2009]. For large matching tasks, such as this one,
many of the more precise techniques based on a manual ex-
amination are not applicable due the size of the data. Other
techniques for large data sets evaluation, such as reported in
[Giunchiglia et al., 2009c], exploit availability of instances
to obtain the golden standard, and were not applicable in this
case.

To evaluate the quality of links discovered by the matching
algorithm, we need a golden standard to compare the map-
ping to. Such a mapping is usually created by an expert in the
domain of the resources being matched and not only requires
significant effort, but in many cases is impossible to create.
Expert time is an extremely valuable resource and there is but
a little of it available. This limits us in choosing an evaluation
method.

We have chosen to evaluate a random sample of links from
the mapping. We have used a sample of 200 randomly se-
lected links. In the following we assume that the mapping
being evaluated contains links with 4 relations: EQ (equiv-
alence), DJ (disjointness), LG (less generality), MG (more
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Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4
Agrovoc version 2007-08-10 2007-08-10 2009-11-03 2009-11-03

CABI version 2009-11-01 2009-11-01 2009-11-01 2009-11-01
Agrovoc terms-leaves 35 036 35 036 47 805 40 574

CABI terms-leaves 29 172 29 172 29 172 24 241
Conversion hierarchy hierarchy hierarchy terms only

Knowledge base WordNet 2.1 SWN 400.000 SWN 400.000 SWN 400.000
Matching algorithm Min S-Match Min S-Match Min S-Match S-Match

Table 2: Experiments parameters

Parameter Experiment 1 Experiment 2 Experiment 3 Experiment 4
Knowledge base WordNet 2.1 SWN 400.000 SWN 400.000 SWN 400.000

Unrecognized words in Agrovoc 16 080 14 934 15 725 17 301
Unrecognized words in CABI 18 235 16 890 17 537 18 890

Table 3: Preprocessing stage figures

Experiment 1 Experiment 2 Experiment 3 Experiment 4
Relations min max min max min max min max

EQ (equivalence) 3 698 3 564 3 603 3 468 3 009 3 407 28 457 N/A
DJ (disjointness) 125 439 3 811 923 124 648 3 777 493 184 564 8 304 315 199 836 N/A

MG (more general) 84 759 204 665 83 931 173 992 120 464 253 161 882 331 N/A
LG (less general) 218 579 1 262 700 223 140 123 6684 312 548 2 155 002 1 084 186 N/A

Total 432 475 5 282 852 435 322 5 191 637 620 585 10 715 885 2 194 810 N/A

Table 4: Experiments results

generality). The part of the mapping consisting of EQ, LG
and MG links is called “positive” part. The rest, namely DJ
links, is called “negative” part.

Traditionally, the most interesting part of the mapping is
the positive part, with equivalences being the most desired
links. However, one should consider the value of the mapping
together with its intended use, keeping the target application
in mind. For example, traditionally DJ relations are discarded
as being of non interest. However, if the mapping is used for
search purposes, DJ relations could be used to prune search
space and therefore shorten search times. Similar reasoning
could be done with less or more general links for narrowing
or broadening search in a manner similar to how BT/NT rela-
tions work.

6.1 Methodology
Non-trivial nature of evaluating matching algorithm leads us
to splitting the evaluation into two phases. The first phase
is a “relaxed” evaluation of the matching results. This is a
commonly used approach and it does not take into account
the relation returned by the matcher. Only the presence of
the relation is considered and it is treated like a similarity
between two terms. This approach is applicable only to the
positive part of the mapping.

The second phase of the evaluation is a “strict” evalua-
tion of the results. It does take a link relation into account.
The evaluation of the matching results in both cases was con-

ducted by a single expert, actively involved in the develop-
ment of the thesauri.

Let us illustrate the relaxed and strict evaluation with the
example. Consider the link in Figure 2. This link is con-
sidered by an expert as valid under relaxed conditions. Def-
initely, there is a relation between Egypt and Suez Canal.
However, this relation is not less generality. Therefore, the
link is considered invalid under strict evaluation conditions.

We hypothesize that these kinds of approximations in link
relations originate from various approximations in transla-
tion of semantics of input sources and semantics of knowl-
edge bases, as well as approximations in source data sets and
knowledge base data. For example, in the source data sets
no explicit difference is made between partOf and isA rela-
tions. These two fundamental relations are often mixed in the
same hierarchy, which leads to a less precise conversion to
lightweight ontologies [Giunchiglia and Zaihrayeu, 2009].

6.2 Results

This section presents the results of the evaluation. Given
the resources available, it was not possible to evaluate recall,
therefore, we report only precision. Moreover, the sample we
have been able to evaluate is extremely small compared to
the mapping size, therefore these figures should be consid-
ered only as an approximation. How close they approximate
exact figures (obtained by evaluating the complete mapping)
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\Top\Africa\North Africa\Egypt < \Top\Middle East\Egypt\Suez Canal

Figure 2: Relaxed link example

and how big should be the sample to have a fair approxima-
tion is still a research issue [Autayeu et al., 2009].

The following “facets” of the results are available. We
differentiate between strict and relaxed evaluation, between
overall, positive and negative parts of the mapping, between
minimized and maximized mappings. Relaxed evaluation
gives traditional precision measure and allows some degree
of comparison with other matching systems. Strict evaluation
gives a closer and more rigorous view of the results. Due to
varying degree of interest of different mapping parts we pro-
vide overall, positive and negative parts precision separately.
In addition to the reasons mentioned above, our recent report
[Autayeu et al., 2009] gives more details on why we differen-
tiate minimized and maximized mappings precision.

Table 6 and Table 7 show precision figures for the relaxed
and strict evaluation scenarios, respectively. The overall line
contains precision for the complete set of links. Positive and
negative lines show precision for the positive and negative
parts of the mapping, respectively. “min” columns stand for
minimized mapping precision and “max” columns stand for
maximized mapping precision.

Experiment 1 2 3 4
min max min max N.A min max

Positive 18.60 14.08 10.49 14.61 N.A 06.98 N.A
Negative 97.18 52.15 94.74 99.13 N.A 100.00 N.A

Overall 25.81 31.45 21.74 21.74 N.A 34.28 N.A

Table 6: Relaxed precision for minimized and maximized
mappings, %

Experiment 1 2 3 4
min max min max N.A min max

Positive 05.43 03.30 02.80 01.38 N.A 03.49 N.A
Negative 97.18 52.15 94.74 99.13 N.A 100.00 N.A

Overall 38.00 21.41 29.00 35.28 N.A 14.87 N.A

Table 7: Strict precision for minimized and maximized map-
pings, %

In the fourth experiment a significantly larger amount
(28 457) of equivalences was discovered and we decided to
evaluate them separately, again, using strict and relaxed sce-
narios. To make it more interesting, we removed trivial cases
(8 654) of equal strings out of this set and evaluate only a
sample out of the remaining 19 782 non-trivial equivalence
links. Here we obtain 27% and 16.50% precision in relaxed
and strict scenarios, respectively. The mapping produced in
this experiment was selected for the future processing and use
by the users.

7 Conclusions
The experiment allowed us to accomplish several goals. First,
the matching algorithm was tested on a domain-specific data,
showing that further research and improvements in acquiring
and using domain specific background knowledge is needed.
Second, it was stress-tested on large data sets. As far as we
know, this is the largest matching task tried. Third, the exper-
iment provides one more confirmation for a trend observed in
other cases: many algorithms show high precision and recall
values on small “toy” data sets, with a decrease in perfor-
mance with the increasing data set size. It therefore further
confirms the need for a large and diverse golden standards
for better evaluations of matching algorithms, including their
robustness aspects. Last, we created several versions of the
mappings, some of which were used by the users.

Precision figures reported here allow one to use created
mappings accordingly. High precision parts (such as nega-
tive parts) could already be used without reservations. Posi-
tive parts with sufficiently high precision, such as the equiva-
lences from the fourth experiment, can be used as a basis for
further manual validation.

8 Future work
This experiment confirmed and further outlined the following
directions of the future work. The experiment results can be
improved by using the natural language processing pipeline
to improve translation into logics. Currently, there are some
phenomena in thesauri that remain unaddressed by the current
heuristics and are translated incorrectly. These include round
brackets and their use for disambiguation as well as use of
comma for term specification and qualification.

Another promising direction is more carefully importing
knowledge from existing sources to augment current knowl-
edge base with more relations and terms, achieving better
domain coverage and domain specificity. This includes the
knowledge from input sources (CABI and Agrovoc), as well
as other thesauri covering the domain, such as the National
Agricultural Library Thesaurus (NALT).

To analyse further the performance of the algorithm and
ways to improve it, an extended analysis of current results
would be beneficial. There are two ways to proceed with this
task. First, for the first time we have a strict evaluation to-
gether with a relaxed one and we can analyse the reasons why
the relation is not established correctly. Second, a set of false
positives (links discovered, but judged to be incorrect) can be
analysed to discover the errors in matching and ways to fix
them. Third, a set of correct links (need to be established by
an expert) would allow calculating recall and analysing the
reason why the algorithm misses the links.
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zenat. A survey of schema-based matching approaches.
JoDS, 4:146–171, 2005.

[Shvaiko and Euzenat, 2008] Pavel Shvaiko and Jérôme Eu-
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Abstract
Entity resolution is an important information inte-
gration problem that has been looked at by a num-
ber of research communities. Resolution of a spe-
cific type of entity, products, however, is a largely
unexplored area. This work sets out a series of
first steps in that direction. We devise similarity
measures for comparing products based on specific
attributes. To estimate the discriminative power
of these similarity functions we introduce a met-
ric termed pairwise discriminative power. We re-
port on experimental results using two purpose-
built test sets, corresponding to two very different
e-commerce segments: electronics and toys.

1 Introduction
E-commerce has become undeniably popular over the past
decade. Almost any product imaginable can be purchased on-
line: books, computers, clothing, furniture, flowers, and the
list continues endlessly. The increase of e-commerce activity
has had, and continues to have, a direct effect on the search
industry. Product search systems are becoming indispensable
tools for aiding users in making their selection decisions and
finding the best offers in the ever-growing landscape of on-
line web-shops. There are two main manifestations of prod-
uct search systems: (i) verticals of major web search engines
(such as Google product search1 and Yahoo! shopping2) and
(ii) price comparison websites (such as pricegrabber3). Both
rely on information that retailers are required to make avail-
able: either as semantic markup on unstructured HTML doc-
uments (microdata, microformats, or RDFa) or as a data feed
provided in some predefined structured format (e.g, XML or
CSV) on a regular basis. Also of note that most price com-
parison sites use their own data schema; with the advent of
microformats it is likely to change over time—but, even then,
challenges remain.

Chief of these challenges is the resolution of products;
webpages that represent the same product should be recog-
nized. However, unique identifiers that could be used to join

1http://www.google.com/products
2http://shopping.yahoo.com
3http://www.pricegrabber.com

records (like EAN or SKU) are often absent or incompatible
(as different sources use disparate means of identifying prod-
ucts). Further, the records representing the same product may
have differing structure; one source might put the brand-name
and the main product properties into a single name field (e.g,.
Apple iPod classic 160GB black), while another organizes
the same information into separate attributes: manufacturer,
model, colour, and so on. The task of resolving entities has
been looked at by a number of research communities, yet, we
are not aware of any prior work focusing on the resolution of
products in heterogeneous environments. This work sets out
a series of first steps in that direction. Our main research ob-
jective is to devise measures for comparing products; first, on
a per-attribute basis. These attribute-specific similarity func-
tions can then be used as building blocks in more complex
information integration scenarios.

Since no publicly available dataset exists for this purpose,
we start off by constructing a test collection. As most prior re-
search related to products focused on electronics (digital cam-
eras, most prominently) we feel strongly about having test
instances of another kind too. We build two test sets corre-
sponding to two e-commerce segments that are of a very dif-
ferent nature: electronics and toys. The comparison of these
two domains is woven throughout the whole paper. Product
pages returned by a web search engine in response to an ad-
hoc product query are used as candidate sets. Within each
such set, products representing the same real-world entity are
grouped manually into equivalence classes. Although there
exist solutions for the automatic extraction of attributes from
product pages, in the lack of training material, and, in the
interest of avoiding any side-effects of using (potentially) er-
roneous data, we extracted product features manually.

To be able to measure how well similarity functions can
can set apart entities within equivalence classes from other
entities in the candidate set, we introduce a simple and in-
tuitive metric termed pairwise discriminative power (PDP).
This measure allows for the comparison of various similar-
ity functions, even cross-domain, and also in cases where not
all pairwise similarities can be computed, because of missing
attributes. Finally, we introduce specific similarity functions
for four main product features: name, price, manufacturer,
and productID, and evaluate them using the proposed PDP
measure. We find that the relative ordering of these four at-
tributes is the same across the two domains.
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Our specific contributions are as follows: (1) we identify
features specific to products and propose similarity functions
tailored to them, (2) we introduce a metric for measuring the
discriminative power of these similarity functions, and (3) we
construct real-world test sets for two different e-commerce
segments and present experimental results on them.

The remainder of this paper is organized as follows. We
describe the procedure of constructing our test sets and their
main properties in Section 2. Next, in Section 3, we introduce
the PDP metric that we use for estimating the value of various
similarity functions proposed in Section 4. We review related
work in Section 5 and conclude with a summary of findings
and an outline of future research directions in Section 6.

2 Data collection
Our main goals in constructing the data collection are
twofold: (1) to gain insights into the differences between two
e-commerce segments—electronics and toys—, and (2) to
obtain a test set for evaluating product resolution techniques.

2.1 Approach
An exhaustive and statistically robust comparison would in-
volve crawling and processing all web-shops from the seg-
ments in question. A reasonable compromise is to limit the
set of web-shops considered to a certain region, for exam-
ple, to a given country; this also removes the barriers of
cross-language comparisons. Another rational solution to re-
ducing efforts associated with collection building is to fo-
cus on prominent web-shops, i.e., the ones that attract many
customers. Identifying all prominent web-shops of an e-
commerce segment and (automatically) extracting their con-
tents would be a stimulating research challenge on its own
that goes beyond the scope of this work. As a middle ground,
we chose to examine query-biased product sets: product
pages returned by a web search engine in response to an ad-
hoc product query. While this set is not comprehensive, it
reasonably represents the most important web sources avail-
able for purchasing the given product. To eliminate potential
discrepancies stemming from automatic product attribute ex-
traction, we decided to extract features manually. This natu-
rally imposed constraints on the number of products we were
able to examine.

2.2 Collecting product pages
The process of constructing our two test sets is as follows. We
issued a product query against a web search engine (in our ex-
periments: Google) and collected the top N results returned
(here: N = 30); search was restricted to a selected country
(Hungary). Note that there is nothing language-dependent in
our approach, the reasons for this choice were purely prag-
matic (i.e., our access to data). Both test sets contain 30
queries issued by actual users. Electronics queries were se-
lected from “popular searches” of a price comparator site.
Toys queries were picked from the search logs of one of the
biggest Hungarian online toy stores. Table 2 presents a few
examples from the query sets (translated to English wherever
needed for convenience). It is important to note that we only
use these queries to collect products. The query itself is not
used in the product comparison procedure.

Electronics Toys
lenovo thinkpad edge 11 candamir
kingston microsd 8gb eichhorn railway kit
samsung led tv 32” eiffel tower puzzle 3d

Table 1: Sample queries.

Non-product pages (including results from product compar-
ison sites) were removed manually from the result set. We
also filtered out duplicates in cases when the exact same con-
tent was available under multiple URLs (as a result of various
search engine optimization techniques). The remaining prod-
uct pages were then manually inspected; we refer to them as
the candidate set. Pages representing the same product were
grouped together into equivalence classes. This manual clus-
tering serves as our ground truth. Table 2 provides descriptive
statistics.

Electr. Toys
#queries 25 30
#queries with >1 clusters 6 17

avg query length in characters 19.56 21.6
avg query length in terms 3.4 3.0

avg #product pages per query 4.6 5.7
min/max #product pages per query 1/8 1/11

avg #equivalence classes per query 1.24 2.66
min/max #equivalence classes per query 1/2 1/7

#different web-shops 46 38

Table 2: Statistics of the query sets.

Although we initially started with 30 queries for both seg-
ments, 5 of the electronics queries had no product pages re-
turned within the top 30 results. Electronics queries are no-
ticeably less ambiguous than toys queries, in terms of the
number of different product clusters they exhibit. While
query lengths do not differ markedly, electronics queries are
inherently more specific as they always contain the manufac-
turer and most of the time indicate the specific model too.
We also observe that in general there are less product pages
returned for electronics queries. We noticed that top web
search results are dominated by price comparison websites
and pages presenting product reviews; these type of results
were much less apparent so for toys. Future plans for improv-
ing the acquisition of product pages using web search engines
are outlined in Section 6.

2.3 Extracting product attributes
We manually extracted the following attributes4 from each
product page: name, price, manufacturer, productID, cate-
gories, and description. Additionally, the followings were
identified as common attributes among toy stores, thereby we
collected them: brand, age, and group (boys, girls, or both).
Size and weight information was also provided in some cases,

4We use product attributes and features interchangeably.
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Figure 1: Statistics of product attributes. Bars show the frac-
tion of product pages with the given attribute provided.

but for less than 15% of all product pages, therefore we did
not include those features for further analysis. Figure 1 gives
an overview of the presence of various attributes in product
pages. Selected features are further discussed in Section 4.

3 Measuring the discriminative power of
similarity functions

Our ultimate goal in this paper is to develop similarity func-
tions specific to particular product attributes. To be able
to measure how well these functions can set apart entities5

within equivalence classes from other entities in the candi-
date set (i.e., the set of entities to be resolved), we introduce
a metric called pairwise discriminative power (PDP).

The intuition behind PDP is the following. Similarity func-
tions cannot be compared based on the raw values they re-
turn, even if these values were normalized. Let us take an
example with three entities in the candidate set, where A
and B belong to the same equivalence class and C does
not. If one similarity function returns sim1(A, B) = 0.9
and sim1(A, C) = 0.8, while another similarity function as-
signs sim2(A, B) = 0.6 and sim2(A, C) = 0.3, then sim1 is
less discriminative (hence, less useful) than sim2 despite the
higher values in absolute terms. We generalize this notion and
define PDP as the ratio of the average intra-cluster similarity
(i.e., similarity in equivalence classes—Figure 2(b)) over the
average similarity of all pairwise comparisons in (all) the can-
didate sets (Figure 2(a)).

R1 R2

(a) Candidate sets

C1,1 C2,1

C1,2

C2,2

C2,3

(b) Equivalence classes

Figure 2: Pairwise similarities considered in PDP: (a) over
candidate sets and (b) over equivalence classes.

5Throughout this section we will refer to products as entities,
since the metric discussed here is a generic one, applicable to any
type of entity in a resolution scenario.

Formally, let Ri denote the candidate sets that are to be re-
solved, where |Ri| is the cardinality of the set. Ci,j stands
for equivalence classes within Ri, where |Ci,j | indicate the
number of entities in that class. sim(ek, el) ∈ [0..1] is a func-
tion of similarity between entities ek and el (note that it does
not need to be symmetric). Note that we only consider enti-
ties to be elements of Ri and Ci,j if sim is defined for them.
The average of all pairwise similarities in all candidate sets
(Figure 2(a)) is computed as follows:

avg(simR) =

∑
i

∑
ek∈Ri

∑
el∈Ri,k 6=l sim(ek, el)∑

i(|Ri| · (|Ri| − 1))
. (1)

Similarly, we calculate the average of all pairwise similarities
in equivalence classes (Figure 2(b)):

avg(simC) =

∑
i,j

∑
ek∈Ci,j

∑
el∈Ci,j ,k 6=l sim(ek, el)∑

i,j(|Ci,j | · (|Ci,j | − 1))
.

(2)
Finally, PDP is defined as the ratio between the above two
averages:

PDP =
avg(simC)
avg(simR)

. (3)

A PDP value close to 1 indicates that entities in equivalence
classes are not that different from those in the candidate set
w.r.t. the particular similarity function used. Similarity met-
rics that exhibit high PDP values are more discriminative,
therefore, more desired.

The attentive reader might wonder why we estimate PDP
using micro-averaged statistics (i.e., by considering all pair-
wise similarities in all candidate sets), instead of macro-
averaged ones (i.e., by calculating the average similarity val-
ues over a specific candidate set and the equivalence sets
formed by elements of that set, then averaging over all can-
didate sets). The reason is that micro-averaging is expected
to result in a more robust estimate in our case, as macro-
averaging would bias the results by over-emphasizing can-
didate sets consisting of few products or few equivalence
classes (which happens to be the case for our test sets, and
especially for electronics). Nevertheless, it would be worth
looking at both types of averaging for a data set with more
products and equivalence classes.

4 Similarity measures for product attributes
In this section we investigate means of measuring pairwise
similarities between products based on particular attributes.
Our main question throughout this section is this: Which
product attributes possess the most discriminative power?
And, do findings hold for both the electronics and toys do-
mains, or the two display different behaviour? We intro-
duce specific similarity functions for four main product fea-
tures (name, price, manufacturer, and productID) and evalu-
ate them using the PDP measure proposed in the previous sec-
tion. In this section we will only use “local” information, i.e.,
data that is extracted directly from the webpages of the two
products that are subjects of the pairwise comparison, and do
not consider any contextual information, global statistics, or
other products in the candidate set.
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4.1 Product name
Name is the most obvious candidate to serve as a basis for the
comparison of entities. We employ various string similarity
functions that fall into two main categories: character-based
and term-based. We take the raw product names, without any
cleaning or other transformation step (apart from lowercas-
ing) and use implementations of the SimMetrics Java library6.

Character-based distance functions. We consider five
edit-distance based functions. The simple Levenstein dis-
tance assigns a unit cost to all edit operations. The Monge-
Elkan approach is an example of a more complex, well-
tuned distance function [Monge and Elkan, 1996]. Another
character-based metric, which is based on the number and
order of the common characters between two strings, is the
Jaro metric [Jaro, 1995]. We also consider an adjustment of
this due to Winkler [1999] that gives more favourable ratings
to strings that share a common prefix. Additionally, we use
the q-grams approach, which is typically used in approximate
string matching by comparing sliding windows of length q
over the characters of the strings [Gravano et al., 2001a].

Term-based distance functions. We consider five vector-
based approaches, where vectors’ elements are terms. Match-
ing coefficient simply counts the number of terms, on which
both vectors are non-zero (i.e., a vector-based count of co-
referent terms). Dice’s coefficient is defined as twice the num-
ber of common terms in the compared strings divided by the
total number of terms in both strings. Overlap coefficient is
similar to the Dice coefficient, but considers two strings a full
match if one is a subset of the other. The Jaccard similarity
is computed as the number of shared terms over the number
of all unique terms in both strings. Cosine similarity is a very
common vector based distance metric, where the Euclidean
cosine rule is used to determine similarity. The cosine sim-
ilarity is often paired with other term-weighting approaches,
such as TF-IDF (here, we refrain from using that as TF-IDF
would require global term statistics).

Results. Table 3 presents the results. The first observation
is that PDP scores are much higher for toys than for elec-
tronics. Another finding is that term-based distance functions
outperform character-based ones in general, although the dif-
ferences are minor for electronics. These results indicate
that toys belonging to the same real-world entity are likely
to be named similarly, while their names differ from that of
other products in the candidate set. Specifically, toys’ names
within equivalence classes share a lot of common terms (as
witnessed by the highest overall performance of the Jaccard
similarity). On the other hand, electronic products retrieved
for a particular query do not markedly differ in their naming.

4.2 Price
We use the following simple function to establish similarity
based on price:

simprice(pi, pj) =
min(pi.price, pj .price)
max(pi.price, pj .price)

.

6http://staffwww.dcs.shef.ac.uk/people/S.
Chapman/stringmetrics.html

Distance function Electr. Toys
Levenshtein distance 1.0343 1.2556
Monge-Elkan distance 1.0248 1.1456
Jaro distance 1.0184 1.1508
Jaro-Winkler distance 1.0167 1.1309
q-grams distance 1.0470 1.2961

Matching coefficient 1.0511 1.3387
Dice coefficient 1.0501 1.3181
Overlap coefficient 1.0491 1.2804
Jaccard similarity 1.0602 1.4190
Cosine similarity 1.0501 1.3123

Table 3: PDP scores for product name based similarity, using
various string distance metrics.

This function always returns a value in [0..1] and is 1 iff the
two products have the exact same price. Price-based simi-
larity results in a PDP score of 1.0306 for electronics and of
1.1882 for toys. As with names, we conclude that toys dis-
play a higher degree of diversity in terms of price.

4.3 Manufacturer
We applied the same distance metrics as in Section 4.1
for comparing strings holding the manufacturer’s name. In
the interest of space we only present the main findings.
Character-based and term-based distance scores are very
close to each other; this is an expected behaviour given that
most manufacturer names consist of a single term. The best
performing functions from the two main categories are the
same as for names: q-grams (PDP=1.0276 for electronics and
1.0979 for toys) and Jaccard similarity (PDP=1.0275 for elec-
tronics and 1.1056 for toys).

4.4 Product ID
Unlike with other textual fields, we do not want to allow fuzzy
matches for productIDs. As IDs of products from the same
manufacturer are likely to differ only in a small number of
characters, applying character-based string distance functions
would do more harm than good. Therefore, we use a strict
string matching method for this attribute and, consequently,
take similarity to be a binary function.

4.5 Discussion
Table 4 reports PDP values for the four attributes discussed
(using the best performing similarity metric where more op-
tions are available), as well as the coverage in the candidate
set (%R) and within equivalence classes (%C). By coverage
we mean the fraction of comparisons established (provided
by the availability of the given attribute for both products)
out of all possible pairwise comparisons. Despite the rela-
tively small data set, the relative ordering of attributes by PDP
values are consistent across the two domains. However, PDP
scores are much smaller for electronics than for toys, in ab-
solute terms; a possible explanation stems from the fact that
most electronics queries resulted in a single product cluster.
Next, we turn to individual fields, out of which product name
has already been discussed in Section 4.1. As to price, we
have to note that while this field is available for all products,
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Electronics Toys
Attribute %R %C PDP %R %C PDP

Product name 100.0 100.0 1.0602 100.0 100.0 1.4190
Price 96.9 98.2 1.0306 89.6 99.1 1.1882
Manufacturer 95.3 94.6 1.0276 30.8 36.4 1.1056
ProductID 10.9 9.4 1.3333 45.0 44.2 1.9212

Table 4: Summary of the coverage and PDP values of at-
tributes. %R and %C indicate the fraction of product pairs
for which pairwise similarity could be established in candi-
date sets and in equivalence classes, respectively.

its content was not always successfully parsed as a numeric
value—hence the imperfect coverage. Interestingly, the two
segments substantially differ in the availability of manufac-
turer and productID attributes. While manufacturer name is
available for most electronic products, this is the least dis-
tinctive feature of all. This is not surprising given that the
queries used for collecting data also included the manufac-
turer, therefore most products in the candidate set are from
the same company. Further, the identification of the specific
model is often made available as part of the product name
(e.g., “DeLonghi EC-8”). Conversely, toys are often labelled
more creatively (e.g., “laser sword game”) and keep the pro-
ductID as a separate attribute. It is not unexpected that pro-
ductID is the most discriminative feature of all.

5 Related work
Entity resolution (ER) is an important information integra-
tion problem that has been considered in many different
disciplines (under many different names). In the Database
community ER (also known as deduplication, record link-
age, reference reconciliation, fuzzy grouping, or object con-
solidation) is the task of identifying records that represent
the same real-world entity and reconciling them to obtain
one record per entity. Most of the traditional, domain-
independent approaches are variants of the statistical formu-
lation introduced by [Fellegi and Sunter, 1969]; ER is viewed
as a binary classification problem: given a vector of simi-
larity scores between the attributes of two entities, classify
it as “match” or “non-match.” A separate match decision is
made for each candidate pair. Additionally, transitive clo-
sure may be taken over the pairwise decisions. Attribute
similarity measures are often based on approximate string-
matching criteria [Gravano et al., 2001b]. More sophisti-
cated methods make use of domain-specific attribute simi-
larity measures and often use adaptive approaches to learn
them from the data [Bilenko and Mooney, 2003]. Utilizing
the context of entities (i.e., references to other entities) brings
in further performance improvements [Dong et al., 2005;
Bhattacharya and Getoor, 2004]. Another line of research
focused on scaling ER to large databases by avoiding the
quadratic number of pairwise comparisons [Baxter et al.,
2003; Benjelloun et al., 2009]. Finally, there has been a great
amount of work on non-pairwise ER, where match decisions
for candidate pairs are not made independently; see [Singla
and Domingos, 2006] for a generalization of these approaches
using a unified framework based on Markov logic.

There are a number of problems related to entity name res-
olution within the Text Mining field. (Entity) name disam-
biguation (or name discrimination) is the task of grouping
the representations of referents from the source documents
so that each cluster contains all documents associated with
each referent [Pedersen et al., 2005]. Cross-document co-
reference resolution is the task of determining whether an en-
tity name (most often of type person, organization, or loca-
tion) discussed in a number of documents refers to the same
entity or not [Gooi and Allan, 2004]. Essentially, name dis-
ambiguation and cross document co-reference resolution are
two sides of the same coin. A great deal of work has focused
specifically on the resolution of person names [Wan et al.,
2005; Artiles et al., 2005; Balog et al., 2009].

Much of the research related to products focused on mining
reviews for opinion and sentiment classification [Dave et al.,
2003; Cui et al., 2006], summarization [Hu and Liu, 2004;
Meng and Wang, 2009], and discovery and extraction of prod-
uct attributes [Ghani et al., 2006; Raju et al., 2009]. There is
not much work published on product search. [Nurmi et al.,
2008] introduce a grocery retrieval system that maps shop-
ping lists written in natural language into actual products in
a grocery store. [Pu et al., 2008] develop a framework for
evaluating general product search and recommender systems.

6 Conclusions and Future work
In this paper we addressed the task of product resolution
in a heterogeneous environment: product pages from online
stores. We conducted a data-driven exploration of using vari-
ous product attributes as bases of pairwise product similarity
comparisons. Further, we introduced a novel pairwise dis-
criminative power (PDP) measure and performed an experi-
mental evaluation of the attribute-specific similarity functions
against the PDP metric. Our study focused on two different
e-commerce segments: electronics and toys. They markedly
differ in the usage of product attributes, still, our findings con-
cerning the attribute-specific similarity functions seem to be
consistent across the two.

Our work is a first step towards the ambitious task of auto-
matic product (web)page resolution, and as such, has limita-
tions. So far we only focused on pairwise similarity functions
for a limited number of attributes (namely: name, price, man-
ufacturer, and productID). These pairwise similarity func-
tions are core ingredients to be used as building blocks in
more sophisticated product comparison methods. There are
two product-specific features that proved too complex to fit
within this study: categories and description. Most web-
shops (as shown in Figure 1) organize their products into a
multi-level categorization; these categories, however, need to
be aligned. An obvious starting point is to compare term-
based similarity metrics and techniques for ontology align-
ment [Omelayenko, 2000]. As for product descriptions, our
data set revealed that these are used very differently in the two
segments. For most electronics products, description entails
a list of property-value pairs, while for toys, it is most often a
short blurb, targeted to appeal to the customer. The two call
for very different treatment.

The proposed PDP measure is a simple and intuitive one
that is capable of estimating the value of similarity functions.
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We recognize though that the current study lacks the valida-
tion of this measure; it remains to be tested whether higher
PDP values indeed correspond to better performance when
the actual clustering of products is performed.

We acknowledge that the size of our data set does not al-
low for a statistically robust comparison. We plan to repeat
these experiments with a larger test set. We demonstrated that
finding product pages using web search engines is a viable
method. Initial results suggest that a more complete candi-
date set could be achieved by considering product compari-
son sites too for crawling and content extraction. We inten-
tionally refrained from any modifications to the queries and
used them unedited; as a result of that 1 out of 6 web search
results were product pages, on average. This ratio could eas-
ily be improved by issuing more targeted queries. A cheap
way of achieving that is to append the currency to the query,
thereby excluding pages that do not contain a price. More
advanced techniques might involve various reformulations of
the query, e.g., by using blind relevance feedback techniques.
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Abstract
We address the problem how to select the correct answers to
a query from among the partially incorrect answer sets that
result from querying the Web of Data.

Our hypothesis is that cognitively inspired similarity mea-
sures can be exploited to filter the correct answers from the
full set of answers. These measures are extremely simple and
efficient when compared to those proposed in the literature,
while still producing good results.

We validate this hypothesis by comparing the performance
of our heuristic to human-level performance on a bench-
mark of queries to Linked Open Data resources. In our ex-
periment, the cognitively inspired similarity heuristic scored
within 10% of human performance. This is surprising given
the fact that our heuristic is extremely simple and efficient
when compared to those proposed in the literature.

A secondary contribution of this work is a freely avail-
able benchmark of 47 queries (in both natural language and
SPARQL) plus gold standard human answers for each of
these and 1896 SPARQL answers that are human-ranked for
their quality.

1 Introduction
The Web of Data has grown to tens of billions of statements.
Just like the traditional Web, the Web of Data will always be
a messy place, containing much correct, but also much incor-
rect data. Altough there has been surprisingly little structured
research on this topic, anecdotal evidence shows that even the
highest rated and most central datasets on the Web of Data—
such as DBPedia and Freebase—contain factually incorrect
and even nonsensical assertions. Consider the following re-
sults from some of the benchmark queries that we will dis-
cuss later, when executed against a combination of DBPedia,
Geonames and Freebase:
• “AmeriCredit” is not an American car manufacturer (in-

stead, it is a financial company owned by General Mo-
tors to help customers finance their cars).
• “Richard Bass” is not one of the highest summits on the

seven contintents (instead, he was the first mountaineer
that climbed all of them).
• “Cosima” is not a Nobel Prize for Literature Laureate

(instead, it is a novel written by Grazia Deledda, who
received the 1926 Nobel Prize for Literature).

• “Stig Anderson” was not one of the members of ABBA
(instead, he was their manager).

These examples (which are just a few of many) illustrate
the central problem that we tackle in this paper:

Given a query to the Web of Data and the result-
ing answer set, how to separate the correct from the
incorrect answers.

For well over a decade, influential cognitive scientists
have been proposing the notion of fast and frugal heuris-
tics: heuristics that are surprisingly simple (sometimes even
seemingly naive), but that on closer inspection perform very
well on complex cognitive tasks. Their findings have shown
convincingly that such simple heuristics are not only justified
by gaining computational efficiency at the expense of output
quality, but that such simple heuristics can even outperform
complex decision rules [Gigerenzer et al., 1999].

The main finding of this paper is that cognitively inspired
heuristics can indeed be exploited to filter the correct answers
from the noisy answersets obtained when querying the Web
of Data. Perhaps the most surprising finding is that such
heuristics are extremely simple when compared to those pro-
posed in the literature, while still producing good results.

The overall benefit from this work is that it is now possi-
ble to efficiently select the most likely correct answers when
querying the Web of Data. Our approach has as additional
benefit that our selection heuristic can be tuned to favour ei-
ther recall or precision.

An important secondary contribution of this work is the
construction of a benchmark of general knowledge queries
with their Gold Standard answers. Each of these has also
been formulated as a SPARQL query, and the 1896 answers
to these queries have been manually ranked on their quality.
This collection is freely available for other researchers as an
important tool in benchmarking their query strategies over the
Web of Data.

The paper is structured as follows: In Section 2, we first
discuss the construction of this benchmark. In Section 3,
we report on how good a human subject is in recognising
the Gold Standard correct answers for these benchmark ques-
tions. In Section 4 we discuss some of the cognitive science
literature that justifies the definition of our “fast and frugal”
computational heuristic. In Section 5 we then assess the per-
formance of this heuristic, and we show that its performance
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is comparable to that of the human subject. In Section 6 we
compare our approach to related work in the literature. In the
final section 7 we compare our heuristic to those presented in
the Semantic Web literature.

2 A Benchmark for Querying the Web of Data
Over the past decade, the Semantic Web community has
built and adopted a set of synthetic benchmarks to test stor-
age, inference and query functionality. Some of the most
well known benchmarks are the Lehigh LUBM benchmark,
[Guo et al., 2005], the extended eLUBM benchmark [Ma
et al., 2006] and the Berlin SPARQL benchmark [Bizer and
Schultz, 2009]1. However, all these are synthetic datasets.
There is a shortage of realistic benchmarks that provide real-
istic queries plus validated (“Gold Standard”) answers. The
sample queries on the webpages of Linked Life Data2 and
FactForge3 are examples of such realistic queries, but they do
not come with a validated set of Gold Standard answers.
Set of questions. For an experiment investigating how peo-
ple search for information in their memory, [Neth et al.,
2009] designed a set of general knowledge questions. Each
question identifies a natural category by a domain label
(e.g.,‘Geography’) and a verbal description (e.g., ‘African
countries’) and asks participants to enumerate as many ex-
emplars as possible (e.g., ‘Algeria’, ‘Angola’, ‘Benin’, etc.).
Questions were drawn from diverse areas of background
knowledge (e.g., arts, brands, sciences, sports) and included
“Name members of the pop band ABBA”, “Name Nobel lau-
reates in literature since 1945”, etc.
Gold Standard answers. [Neth et al., 2009] determined a
set of correct answers for each question. The number of
true exemplars varied widely between categories (from 4 to
64 items). Particular care was given to the completeness of
the answer set by including alternative labels (e.g., ‘Demo-
cratic Republic of the Congo’, ‘Zaire’) and spelling variants
(‘Kongo’).4
SPARQL queries. We have developed a set of 47 SPARQL
queries, made to resemble the questions from [Neth et al.,
2009]. For this translation, we used a number of well-known
namespaces, such as DBPedia, Freebase, Geonames, Um-
bel, etc. As an example, the question about ABBA members
translates to the SPARQL query shown in Figure 1.
SPARQL answers. To complete this benchmark collection,
we executed all of our queries against FactForge5. FactForge
[Bishop et al., 2010a] is a collection of some of the most cen-
tral datasources in the Linked Open Data cloud. It hosts 11
datasets, including DBPedia, Freebase, Geonames, UMBEL,
WordNet, the CIA World Factbook, MusicBrainz, and oth-
ers. Several schemata used in the datasets are also loaded
into FactForge, such as Dublin Core, SKOS and FOAF. Fact-

1More benchmarks are described at http://www.w3.org/
wiki/RdfStoreBenchmarking.

2http://linkedlifedata.com/sparql
3http://factforge.net/sparql
4The answers to some questions (e.g., the teams in particular

leagues) are subject to periodic changes. This requires updating
some of the answers when using them on current data sets.

5http://factforge.net/

SELECT DISTINCT ?member ?label
WHERE {
?member skos:subject dbp-cat:ABBA_members
?member rdfs:label ?label
FILTER(lang(?label) = "en")

}

dbpedia:Agnetha Fältskog Agnetha Fältskogen
dbpedia:Agnetha Fältskog Agneta øase Fältskogen
dbpedia:Anni-Frid Lyngstad Anni-Frid Lyngstaden
dbpedia:Anni-Frid Lyngstad Frida Lyngstaden
dbpedia:Benny Andersson Benny Anderssonen
dbpedia:Björn Ulvaeus Björn Ulvaeusen
dbpedia:Ola Brunkert Ola Brunkerten
dbpedia:Stig Anderson Stig Andersonen

Figure 1: Example query and answer-set

Forge uses the OWLIM reasoner [Bishop et al., 2010b] to
materialise all inferences that can be drawn from the datasets
and their schemata. This results in some 10 billion retriev-
able statements, describing just over 400 million entities. Al-
though FactForge is a subset of the entire Web of Data, it is
currently one of the the largest available subsets that is both
closed under inference and queryable.

Running our 47 queries against FactForge6 resulted in 1896
answers. An example answer-set is shown in Figure 1.

The entire resource (original questions, their SPARQL
translations, the Gold Standard answers, as well as query-
results against FactForge) are available online7.

3 Human Performance
In order to judge how good our heuristics will be at recog-
nising correct answers, we measured how good a human was
at this task. A human subject (educated at university level,
using the Web as a reference source, and asked to do this at
reasonable speed) ranked all 1896 answers on a 5 point scale,
with 5 indicating the answers on which the subject was most
confident that they are correct, and 1 indicating answers on
which the subject was most confident they were incorrect8,9.
We are now interested in the question whether a human sub-
ject can identify correct answers with sufficiently high confi-
dence. For this, we introduce the following notations:

Notation: We use Q to indicate the query, with Q ranging
from #1 to #47 in our benchmark collection. The set of Gold
Standard answers to query Q is written G(Q). The set of
retrieved answers to query number Q are written A(Q). The
set of answers to query Q that were scored with a confidence
ranking of T or higher is written as AT (Q), T = 1, .., 5.

6version of August 2010
7http://www.larkc.eu/resources/

published-data-sources
8These human rankings are also available from the aforemen-

tioned URL.
9Because this was only a single human judge, we cannot measure

how reliable the scoring is, since we have no measurement for inter-
subject agreement. This would be a useful piece of future work to
strengthen the value of our dataset.
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Figure 2: Performance of human subject: (a) on an example query and (b) accumulated results

Obviously, A1(Q) = A(Q) (all answers are included at
confidence threshold T = 1), and the size of AT (Q) de-
creases with increasing T .

In our experiment described below, the size of G(Q) is
typically a few dozen items (since this is how the cognitive
scientists designed their queries). The size of A(Q) varies
greatly from a dozen to several hundreds, showing that some
answer sets contain many wrong results, i.e. A(Q) 6⊆ G(Q),
for some Q. We will see below that also G(Q) 6⊆ A(Q) for
some Q, i.e., FactForge is not complete for all of our queries.

To judge the performance of our human subject in recog-
nising correct answers, we plot the recall and precision of
AT (Q) as a function of his confidence threshold T , where the
correctness of the answers in AT (Q) is determined against
G(Q). The comparison of the SPARQL results in AT (Q)
against the (natural language) elements in G(Q) is done us-
ing the rdfs:label of the elements in AT (Q).

Example query. As an illustration, Figure 2(a) shows the
performance of our subject on query Q = #31: “What are
the highest mountains (peaks) of each continent”. At thresh-
old level T = 5 (i.e. when aiming to select only the answers
about which he is most confident that they are correct), the
subject scores a precision of 1.0 but recognises only N = 4
out of the seven summits, i.e., the recall is only .57. When
including answers at lower confidence levels, the recall in-
creases, finally reaching 1.0 at T = 1. This shows that
FactForge does indeed contain all correct set answers for this
query, i.e. G(#31) ⊂ A(#31). However, the increase in
recall comes at the cost of also including some incorrect an-
swers, with precision dropping to a final value of .5. The
maximal performance (using the macro-averaged F-measure
to combine precision and recall) is F = .86, and is reached
at confidence threshold T = 4.
Accumulated results. Figure 2(b) shows the recall and pre-
cision figures of our human subject accumulated over all 47
queries. It shows that even at T = 1 the recall is only just
above 0.6. This tells us that FactForge is indeed incomplete
for our set of queries, and it is simply impossible for any sub-

ject (human or machine) to do any better on this set of queries.
Figure 2(b) shows a near perfect performance by our hu-

man subject: when increasing his confidence levels T , the
precision of AT (G) increases from 0.25 to 0.75, while paying
almost no penalty in decreasing recall (dropping from 0.6 to
0.5). In other words: when stepping up the confidence level
from T to T + 1, the sets AT+1(G) have lost some of the
wrong answers that were still in AT (G) while maintaining
most of the correct answers in AT (G). Or stated informally:
our subject is actually rather good at identifying the correct
answers among AT (G). In terms of the graph in Figure 2(b),
a perfect performer would result in a vertical plot (increas-
ing precision at no loss of recall). The human subject comes
close to that perfect plot. Consequently, the highest score
(F = .60) is obtained at confidence threshold T = 5.

4 Definition of Selection Heuristic
Fast and Frugal Heuristics. Biological cognitive agents
(be they human or animal) have to perform a similar task
on a daily basis: given a set of possible alternatives, which
ones are “the best”, ranging from distinguishing edible from
inedible foods to deciding if another agent is friend or foe.
In 1969, Herbert Simon noted that this selectivity is based
on rules of thumb, or heuristics, which cut problems down
to manageable size [Simon, 1969]. The basic idea is that the
world contains an abundance of information and the best so-
lution is not necessarily to integrate as much information as
possible, but rather to select some information and use that
for reasoning.

In the late 20th century there was a debate between deci-
sion theorists on whether these rules of thumb had positive
or negative consequences for the quality of decisions humans
were making. In the heuristics-and-biases program examples
of faulty human decisions under uncertainty are presented,
when comparing them to the normative standard of probabil-
ity theory [Tversky and Kahneman, 1974]. A different view
is advocated by the fast and frugal heuristics program, which
has demonstrated that simple rules requiring little informa-
tion often perform as well as (and sometimes even better
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than) more complex optimization algorithms [Gigerenzer et
al., 1999].

Such fast and frugal heuristics, which in given situations
outperform optimization methods despite using substantially
less information and computational resources, are important
beyond the realm of cognitive science. Regardless of their
psychological validity, we can apply such heuristics to issues
of complex decision making in computational settings.

The relevance to the Semantic Web lies in that these algo-
rithms could improve the yield of data retrieval without ex-
cessively damaging its quality, thus producing the results we
want at lower computational costs, but not guarantying opti-
mal quality or completeness of results. In a term coined by
Simon, we wish to satisfice [Simon, 1956].
Similarity as a Heuristic. If one thinks about a query as
defining a target region in some semantic space, one would
expect the results of the query to be clustered in that target
region. That is, the results that are most similar to each other
are most likely to be close to the center of the targeted re-
gion. It seems reasonable to assume the farther away a result
is from the center of this estimated target region, the more
likely it is to have been included in the results due to error.

Two classical approaches to formalizing similarity are fea-
tural approaches, epitomized in Tversky’s contrast model
[Tversky, 1977], and spatial models [Shepard, 1957]. In spa-
tial models, similarity is defined as the distance in a defined
metric space between two items. Spatial models have prede-
fined spaces and each item is a separate point in the space,
making symmetrical similarity natural. Tversky’s contrast
model focuses on features shared between items and features
not shared between items. Similarity is then defined by the
proportion of shared features in the total features of an item
Computational definition of similarity. Tversky’s similar-
ity model based on shared features fits very naturally with
the datamodel underlying RDF: an “item” is a URI s1, a
“feature” is a triple 〈s, p, o〉, and two features are shared be-
tween two items s1 and s2 if they have the form 〈s1, p, o〉
and 〈s2, p, o〉. For example, two objects share a feature
if they both have a skos:subject property with object
dbp-cat:ABBA members. Formally:

Definition 1 The similarity S(s1, s2) between two resources
s1 and s2 in a graph G is defined as:

S(s1, s2, G) = ||{(p, o)|〈s1, p, o〉 ∈ G and 〈s2, p, o〉 ∈ G}||

i.e. similarity is defined as the number of feature-value pairs
in G that are shared between s1 and s2. This looks even sim-
pler as a schematic SPARQL query:

SELECT COUNT(?p)
WHERE {<s1> ?p ?q

<s2> ?p ?q}

where <s1> and <s2> must be replaced by specific URIs.
This similarity measure can now be used to define a heuris-

tic confidence estimate for query-answers:

Definition 2 The confidence estimate C(a, Q,G) for an an-
swer a ∈ A(Q) to a query Q over a graph G is defined as

C(a, Q,G) = Σa′∈A(Q)S(a, a′, G)

i.e. the confidence estimate of an answer a is simply the ag-
gregate similarity of a to every other answer a′. This sim-
ilarity heuristic is similar to the “clustering hypothesis” as
it is known from Information Retrieval [Tombros and Van
Rijsbergen, 2001], namely that relevant documents tend to
be more similar to each other than to non-relevant ones, and
therefore tend to appear in the same clusters.
Alternatives. Of course a number of variations on this defini-
tion would be possible. Instead of counting the total number
of shared features 〈s1, p, o〉, we could calculate the fraction of
shared features, as suggested in [Tversky, 1977]. Because of
the fairly uniform nodes in RDF graphs, we would not expect
this to make much difference.

We could also have used the weaker definition of only
counting shared properties p without demanding that they
have the same values: 〈s1, p, 〉 and 〈s2, p, 〉. For
example, two objects are similar if they both have a
dbp-prop:manufacturer property, even if that prop-
erty has different values. However, due to the weak nature
of many of the features (e.g. rdf:type, skos:subject)
we expect that this will generate too high similarity ratings.

More reasonable would be to include shared inverse fea-
tures 〈o, p, s1〉 and 〈o, p, s2〉. This would account for
inverse modelling in the RDF graph, for example us-
ing is-manufacturer instead of manufactured-by.
Such inverse properties are rare in FactForge, but this would
be worth further investigation.

5 Heuristic Performance
We are now in position to measure how good the heuristic
from Def. 2 is at selecting the correct answers for a query. In
order to use the same evaluation procedure as for the human
subject in Section 3, we divide for every query Q the interval
[mina∈A(Q)C(a, Q,G), maxa∈A(Q)C(a, Q,G)] uniformly
in five equal steps.

Figure 3(a) shows the performance of our similarity based
confidence estimate on the same “seven summits” query as
in Figure 2. Trivially, the heuristic performance at the lowest
confidence level equals that of the human performance at the
lowest confidence level, at a reasonably high F -value of .43,
achieved with trivially accepting all answers as correct. This
is caused by the high quality of FactForge. Just as the human
subject, the heuristic achieves a precision of 1.0 at the highest
confidence level, but only manages to do so at a very low
recall of .28 (2 out of 7), whereas the human subject managed
to maintain a recall of .57 (4 out of 7).

Figure 3(b) shows the performance of the similarity based
confidence estimate accumulated over all queries (as Fig-
ure 2(b) did for the human subject). The conclusion from this
comparison is mixed: On the one hand, the human recall-
precision curve lies everywhere above the heuristic curve, on
the other hand the highest heuristic F -score (F = .53) is
within 10% of the highest human F-score (F = .60). This
is all the more surprising since our heuristic uses no back-
ground knowledge whatsoever, and only counts the number
of shared feature-value pairs between the members of the an-
swer set. This lends some support to the conclusion that well
chosen very simple fast and frugal heuristics can achieve high
performance levels.
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Figure 3: Performance of the similarity heuristic: (a) on an example query and (b) accumulated results

6 Related Work
The topic of ranking query results has been studied since
the early days of the Semantic Web, and is itself based on
even longer lines of research in fields such as Information
Retrieval. In fact, our heuristic is closely related to the “clus-
tering hypothesis” as it is known from Information Retrieval
[Tombros and Van Rijsbergen, 2001]. Our space is insuffi-
cient here to provide an extensive literature survey. Instead,
we will discuss a few salient differences between our ap-
proach and the literature:

Some of the literature on ranking is concerned with rele-
vance: determining which answers are relevant to an unstruc-
tured query in natural language, or relevant for a user based
on their profile (see [He and Baker, 2010; Stojanovic et al.,
2003; Anyanwu et al., 2005; Hurtado et al., 2009] and oth-
ers). Although interesting and important, this work is not
pertinent to the current paper, since we start with SPARQL
queries (hence query-relevance is not an issue), and we are
not considering user-profiles, but we are trying to recognise
objectively true answers.

Another part of the literature is concerned with ranking an-
swers by importance. Typically, this is done by a variety of
pagerank-style analysis of the structure of the Semantic Web,
trying to locate which resources are more important, more
authoratitive, more trustworthy, etc. [Bamba and Mukher-
jea, 2005; Ding et al., 2005; Anyanwu et al., 2005]. Our ap-
proach differs from all this work in an important way: we do
not do any a priori analysis of the structure of the large RDF
graph that we are querying (a graph with billions of edges
and hundreds of millions of nodes). Instead, we only take the
URIs that are returned as a result of a query, and we compute
some very simple local properties of these URIs (namely the
number of shared feature-value pairs). As we have shown
in Section 4 this is, surprisingly, already enough to rank the
answers such that the best answers get a high ranking, per-
forming within a 10% range of human performance.

Some of the literature on ranking deals with ranking dif-
ferent kinds of objects from what we consider: [E.Thomas
et al., 2005; Alani et al., 2006; Tartir and Budak Arpinar,
2007] and others rank ontologies, Swoogle ranks Semantic

Web documents [Ding et al., 2005], [Vu et al., 2005] and
others rank services, etc. These works rely on fairly sophis-
ticated analyses of the object-to-be-ranked: internal structure
of the ontologies, semantic descriptions of the functionality
of the services, etc. Instead, we rank only sets of atomic
URIs (the members of A(Q)), and Although it might seem
harder to rank such simple objects, since they come with very
little structure to base the ranking on, we have shown in Sec-
tion 4 that a simple analysis of very little information is suf-
ficient to obtain good ranking results, in line with the fast
and frugal heuristics program proposed by [Gigerenzer et al.,
1999]. It would be interesting to investigate if such simple (or
seemingly simplistic) analysis would also yield good results
when applied to more complex objects such as ontologies or
services, potentially replacing the more sophisticated ranking
techniques found in the literature until now.

A work that is quite close in aim to ours is [Lopez et al.,
2009]. Their ”semantic similarity” is similar in spirit to ours:
it tries to spot wrong answers through their large semantic
distance to many of the other answers. However, the semantic
distance in [Lopez et al., 2009] is calculated as the distance
in a shared ontology. Ours is a much simpler method: we
need no ontology at all, and distance is simply calculated as
the number of shared feature-value pairs.

7 Conclusion
In this paper, we have shown that a simple cognitively in-
spired heuristics can be used to select the correct answers
from among the query results obtained from querying Linked
Open Data sets. Our heuristic is extremely simple and ef-
ficient when compared to those proposed in the literature,
while still producing good results, on a par with human per-
formance.

Our work differs from previous work in the following im-
portant ways: Firstly, we do not require any expensive prior
pagerank-style analysis of the structure of the entire data-
space we are querying. Instead, we do a simple count over in-
formation local to the URIs that are returned as query results.
In the worst case, the cost of our analysis is limited to re-
trieving all properties of all elements in the answer set, a cost
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which is negligible when compared to the large scale network
analysis needed for most ranking approaches. Also, any such
a prirori large scale link-analysis is likely to be outdated when
it is needed for querying. The information that our heuristic
needs is so simple that it can be retrieved at query time itself,
and is hence always up to date.

Secondly, we do not require any background knowledge or
inferencing. No reference is made to any ontological back-
ground knowledge, it is not necessary to relate any answers
to a shared ontology, and no inference of any kind is per-
formed by our fast-and-frugal heuristic. All we require is to
simply retrieve the properties of the elements in the answer
set. These are simple atomic queries of the form 〈s, ?, ?〉, that
are efficiently supported by the index-structures of any triple-
store.
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Abstract
In this paper we are presenting RULIE (Rule Uni-
fication for Learning Information Extraction), an
adaptive information extraction algorithm which
works by employing a hybrid technique of Rule
Learning and Rule Unification in order to extract
relevant information from all types of documents
which can be found and used in the semantic web.
This algorithm combines the techniques of the LP2

and the BWI algorithms for improved performance.
In this paper we are also presenting the experimen-
tal results of this algorithm and respective details
of evaluation. This evaluation compares RULIE
to other information extraction algorithms based
on their respective performance measurements and
in almost all cases RULIE outruns the other al-
gorithms which are namely: LP2, BWI, RAPIER,
SRV and WHISK. This technique would aid current
techniques of linked data which would eventually
lead to fullier realisation of the semantic web.

1 Introduction
Information Retrieval and Extraction is a major area of inter-
est in the field of computer science and the study of intelligent
systems. Besides having various sources of information, we
always strive to optimise our use of this information and de-
vise new methods of how to understand this information and
access it efficiently.

Search Engines retrieve information by using techniques
based on keywords which map documents. However, the re-
sults returned by the search engines are usually various doc-
uments with most of them containing irrelevant information
and therefore few documents which contain the information
that is needed by the user.

In designing RULIE we kept in mind the fact that to help
intelligent agents understand what is written in the page, the
web pages need to be annotated [Berners-Lee and Fischetti,
1999] [Berners-Lee, 2001]. Annotations are metadata that are
attached to pieces of text which can be used to give meaning
to the content of the page. RULIE is an information extrac-
tion algorithm which can annotate data in a semi-automatic
way thus relieving humans from doing so. In order to do this,
such an algorithm must have rules upon which to act in order

to make annotations feasible. These rules can be used to pop-
ulate an ontology either automatically or manually through
the use of a learning algorithm.

In the first part of this paper we will explain the fundamen-
tal concepts of information extraction together with a brief
background of techniques used to enhance the results of infor-
mation extraction engines. We will also give an overview of
the types of texts which are handled by such algorithms. Sub-
sequently we will briefly cover basic fundamentals of infor-
mation extraction algorithms and analyse in details the LP2

and BWI algorithms. The foundations of these two algo-
rithms are used as a base for RULIE. They were chosen be-
cause they produce the best results overall as per [Department
and Ciravegna, 2001]. Later in this paper we will present the
design including the algorithm of RULIE and subsequently
its evaluation. The positive results of RULIE are compared
with other existing algorithms and we conclude this paper by
presenting possible future directions for RULIE.

2 Information Extraction
Moens [Moens, 2006] defines Information Extraction as “the
process of selectively structuring and combining data that are
explicitly stated or implied in one or more natural language
documents”. Information Extraction engines are built on two
key principles which are mainly the Identification of Relevant
Data and the Storing of relevant extracted data in Appropriate
Structures[Téllez-Valero et al., 2005].

The architecture of an information extraction system is nor-
mally composed of two key elements [Siefkes and Siniakov,
2005]. These are namely the Learning Phase which is a set of
steps that will use part of the Training Corpus to build the un-
derlying extraction model. The Testing Phase involves using
the model produced by the learning phase with the test cor-
pus to extract information on unseen cases and thus evaluate
the model itself. [Siefkes and Siniakov, 2005].Sometimes In-
formation Extraction systems also involve two other phases:
the Pre-Processing Phase and the Post Processing Phase. The
Pre-Processing Phase comes before the training phase and
generally involves getting the input ready for learning by
adding further information to the text in the corpus. This usu-
ally involves identifying the important term in the text and
using Natural Language Processing techniques to find the lin-
guistic properties of the text thus making it easier to identify
the relevant data. Some common shallow NLP components
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used for this purpose are Tokenization, Part of Speech, Sen-
tence Splitting [Choi, 2000] and Semantic tagging. The Post-
Processing Phase involves formatting the output to accom-
modate the structured representation so that it can be easily
processed [Siefkes and Siniakov, 2005]. Semantic annotation
is then the process of finding occurrences of a particular en-
tity or element in a larger text domain [Mika et al., 2008].
Such processes are dependent on the quality of the training
given to the algorithm[Mika et al., 2008].

Information extraction finds its relevance in the semantic
web since it aids further understanding of the text being pro-
cessed. In their paper ’Linked data on the Web’, Bizer et al
explain linked data as the employment of “RDF and HTTP to
publish structured data on the web” [Bizer et al., 2008]. They
go on by emphasising that the relevance of data stands in the
connection between sources which hold data to make it more
meaningful [Bizer et al., 2008]. The term ’Linked Data’ was
coined once again by Sir Tim Berners-Lee in 2006 [Berners-
Lee, 2009]. In his publication, Berners-Lee made an effort in
explaining that the semantic web is different from the other
web because it is not just about putting data on a source. He
emphasised that linking data is important so that “a person or
a machine can explore the web of data” [Berners-Lee, 2009].
It is exactly at this point where one starts to appreciate the
value of information extraction as a method of finding im-
portant parts of the document to be able to relate to others,
relevantly.

3 Information Extraction Algorithms
Algorithms which involve learning are normally categorised
into two main classes: Supervised and Unsupervised. In su-
pervised learning, human intervention occurs before the algo-
rithm starts learning (example in IE: annotating the training
corpus going to be used as input) or at particular stages in
the learning stages (example in IE: modifying the rules de-
veloped by the algorithm). For unsupervised learning, human
intervention is kept to a minimum and usually only involves
selecting the training corpus (annotation and rule modifying
is done automatically by the algorithm) [Mitchell, 1997].

Another characteristic of Extraction algorithms is the way
in which algorithms learn after inducing a rule or a pattern.
The approach can be either Bottom Up or Top Down.In a
Top-Down approach learning basically starts from scratch by
getting a generic rule or pattern and develops it into a new
rule. The generic rule or pattern has a high recall but a low
precision. The precision will eventually increase through the
algorithms customization of the rule. When the precision in-
creases to its maximum, the algorithm will stop modifying
the rule. In a Bottom-Up approach learning starts with a fully
customized rule or pattern (i.e. it contains all features avail-
able) and reduces it to a more generic one by dropping some
of its features. This will generally start with a rule or pattern
high in precision but low in recall and will know it has per-
fected the rule when a maximum threshold error value defined
by the user is reached [Kushmerick and Thomas, 2003].

Information Extraction Systems can be used to create
database records with concepts learned from the documents
[Chieu and Ng, 2002]. These concepts are normally referred

to as slots. Single Slot and Multi Slot extraction refer to the
number of concepts learnt simultaneously in each document.
Single-Slot extraction means that, for each document, only
one concept can be learnt at a time. On the other hand,
in Multi-Slot extraction, each document can contain several
concepts [Chieu and Ng, 2002] and the system can also ex-
tract relationships between those concepts.

There are three main types of Information Extraction algo-
rithms [Siefkes and Siniakov, 2005] which are namely Rule
Learning, Knowledge Based and Statistical Approaches. We
will focus on the former type and below follows a detailed
illustration of the major sub-classes in which Rule Learning
Algorithms are organised:
Covering Algorithms The algorithms in this category adopt

a special type of inductive learning that is based on di-
vide and conquer. They rely on a predefined target struc-
ture and require a fully annotated training corpus where
all the relevant information is labelled [Siefkes and Sini-
akov, 2005]. The algorithms then induce rules based on
the annotated training corpus that extracts the slot fillers
that represent the relevant information in the text. The
instances that are mapped by the learned rules are re-
moved from the corpus and the algorithms continue to
learn rules for the remaining instances in the corpus un-
til every instance is covered by a rule or according to a
predefined setting [Siefkes and Siniakov, 2005]. An ex-
ample of this algorithm is the LP2 which is described in
section 3.1.

Wrapper Induction Muslea et al [Muslea et al., 2003] re-
fer to Wrapper Induction (WI) as algorithms aiming to
learn extraction patterns, called wrappers, by extracting
relevant information usually from collections of semi-
structured or structured documents that share the same
domain specific information. At execution, wrappers are
used on unseen collections of documents (which share
the same domain specific information used in training)
to fill predefined data structures with the information ex-
tracted [Muslea et al., 2003]. Two prominent algorithms
which are placed in this class are the STALKER algo-
rithm [Sigletos et al., 2004] and the Boosted Wrapper
Induction (BWI) which is described in more detail in
section 3.2.

Pattern and Template Creation This category reduces the
amount of human effort and knowledge needed for pre-
processing the corpus that is usually adopted in other
rule-based learners to generate the extraction rules. Syn-
tactic and lexical resources are provided to cover word
semantics in the domain in order to compensate the lack
of human interaction. Usually the induced patterns have
a simple syntactic structure and the final patterns are
chosen using statistical approaches from a large amount
of initial patterns[Siefkes and Siniakov, 2005].

Relational Learners This group of learners is very similar
to the covering algorithms category in the fact that they
remove the instances that are covered by the rules in-
duced and continue to work with the remaining instances
in the corpus. However in this category, the algorithms
consider relations between unlimited combinations of
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features instead of limiting to a predefined one [Siefkes
and Siniakov, 2005]. An example of a relational learner
is the SRV learner.

3.1 LP2

Ciravegna [Ciravegna, 2001] introduces LP2 as “an algo-
rithm able to perform implicit event recognition on docu-
ments of different types, including free, structured and mixed
ones.”. This type of covering algorithm borrows some ideas
from Wrapper Induction and avoids data sparseness in natural
language texts by making use of shallow NLP to add seman-
tic meaning, while keeping the same effectiveness on semi-
structured and structured texts. This algorithm splits the cor-
pus into the Training Corpus, which will be used in the learn-
ing stage to induce the rules, and the Testing Corpus, which
will be used to evaluate the learned rules [Ciravegna, 2001].
LP2 performs Adaptive Information Extraction because it is
capable of being ported to new scenarios without the need of
an IE expert to configure it. Also it outperforms other learn-
ing algorithms and gives the best results in a large number
of test cases made up of from different domains [Ciravegna,
2001]. It was for these reason that this algorithm has been
chosen to be a base algorithm, together with BWI, for the
purpose of this project.

Before inducing rules, LP2 uses external linguistic tools
over the corpus to give syntactic and semantic meaning to
the text. A linguistic pre-processor is used to perform to-
kenization, morphological analysis, part of speech tagging,
gazetteer lookup and generic dictionary lookup on the text
corpus. This algorithm then uses the annotated text to gen-
erate rules for extracting the relevant information which is
labelled with SGML tags by the user.

3.2 BWI
Freitag and Kushmerick [Freitag and Kushmerick, 2000]
claim BWI to be a system “that performs information extrac-
tion in both traditional (natural text) and wrapper (machine-
generated or rigidly-structured text) domains”. This algo-
rithm learns simple extracting procedures, called wrappers,
while applying boosting (a machine-learning technique) to
improve the performance of simpler algorithms. The basic
theory behind this technique is that “finding many rough rules
of thumb can be a lot easier than finding a single, highly ac-
curate prediction rule” [Schapire, 2003]. Generally wrapper
induction algorithms try to generate one accurate rule that
optimally has high precision and recall. In BWI, many low
precision rules will be induced that individually are consid-
ered as weak but collectively make-up an accurate classifier.
AdaBoost, the boosting algorithm, is applied by Freitag and
Kushmerick in Wrapper Induction, to induce a number of
weak learners (having a confidence value) that will form the
ultimate wrapper.

4 Methodology
In this section we will show how we combined the algorithms
illustrated in sections 3.1 and 3.2 to create RULIE. RULIE
exploits the main features of the LP2 and the BWI algorithms
to produce a set of extraction rules which contain most of the
advantages of both algorithms.

This system uses the Carnegie Mellon University (CMU)
Seminar Announcements dataset as corpus for both training
and testing. The CMU Seminar Announcements is a dataset
485 e-mails labelled by Freitag [Freitag, 1998] which contain
information on seminars that were held at the CMU. This is a
classic corpus used to evaluate Information Extraction algo-
rithms.

4.1 Design
RULIE is divided into two parts as illustrated by Siefkes and
Siniakov [Siefkes and Siniakov, 2005], i.e. the Training
Function which represents the Learning Phase where extrac-
tion rules are learned from the training corpus and the Testing
Function which represents the information extraction phase
where the extraction rules learned in the first part are used to
extract information from the Test Corpus.

Training Function
This process starts by first taking the corpus containing the
examples and adding further annotations. Using GATE [Cun-
ningham, 2002], it assigns syntactical and semantic infor-
mation to each term in the document. The resultant Anno-
tated Corpus is a representation of the training corpus but
with added semantics. Subsequently the rule learning pro-
cedures start by taking the annotated corpus and generating
rules which are too specific and considered to be weak. Later,
the Weak Rules are generalised by reducing their length and
relaxing their constraints in order to make them more generic
thus increase recall and precision. Obviously, some rules will
be discarded since this process would render them useless.
The Generalised Rules are then tested by mapping them to
documents in the training corpus. These Mapped Rules are
then unified together by using the AdaBoost algorithm. After
these rules are tested by calculating their recall and precision,
they are sorted according to their recall and precision rating.
This function then returns the final set of Extraction Rules.

Testing Function
In this function, a process similar to the training function is
followed. An unseen corpus without annotated examples is
used. This is then annotated using GATE as illustrated in sec-
tion 4.1. By testing the annotated corpus with the Extraction
Rules which were learned in the Training Function, RULIE
extracts the relevant information present in corpus. The Ex-
tracted Information is then compared and statistical data on
the effectiveness of the rules together with the overall perfor-
mance of the system are computed. This function then returns
these Quantitative Metrics together with the information ex-
tracted.

4.2 The Algorithm
The RULIE algorithm as illustrated in Section 4.1 is designed
to induce a rule for every tag present in the document. Like
the LP2 and the BWI algorithms, RULIE will induce rules
for the opening tags and the closing tags separately and thus
it would learn a rule for an opening tag and then it would
learn another rule for its closing tag. A rule is composed of
two sets. A set representing the words found before the tag
and another represent the words after. The size of the window
of words can be set by the user during the training phase.
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For each word w, the system will also consider its semantic
category, its lexical category, the case of its first letter and its
lemma. The position of the tag will also be stored for future
reference. This rule representation is more similar to the of
the LP2 algorithm rather than the BWI approach. The LP2

can give more significant and expressive wild cards than the
BWI since it uses an external linguistic pre-processor. RULIE
also uses an external pre-processor to develop additional se-
mantic wildcards for the words in the rule.

Figure 1 shows the flowchart of the RULIE algorithm. The
flow of the algorithm shows that it is based on two main loops
where in the first loop, rules are initialised as shown by algo-
rithm 4.1 and subsequently generalised as shown in algorithm
4.2. In the second loop, the mapped rules are revisited and the
unification takes place as explained below.

In the function ’CreateInitialRule’ illustrated in algorithm
4.1, a tag is found in the instance and stored in ’TagLoca-
tion’. Rule R is then built by individually storing the words
before the tag and the words after the tag. Finally, the Rule is
returned by the function.

Algorithm
4.1: CREATEINITIALRULE(Instance)

TagLocation← position(Tag, Instance)
R.WordsBefore← wordsbeforeTagLocation
R.WordsAfter ← wordsafterTagLocation
return (R)

The generalisation of the rules illustrated in algorithm 4.2
occurs by going through all the constrains in a particular rule
R. Each constrain is removed from the rule one-by-one in
order to relax the rule and each time a constraint is removed,
a new rule is created. The resultant rules are finally returned
by the function.

Algorithm
4.2: GENERALISATIONS(R)

for each Constrain : C ∈ R
do GeneralisedRule : G← R− C

return (G)

The last key element of the RULIE algorithm is the Uni-
fication module. Similarly to the BWI, this module employs
the AdaBoost algorithm to combine the mapped rules in a
single rule which is finally returned by the module.

5 Experimental Results
In Section 4 we showed how the CMU Seminar Announce-
ments [Freitag, 1998] were used as a corpus to test this sys-
tem and how these announcements were going to be divided
into a training corpus and a test corpus. This division is ob-
tained using a N-Fold Cross Validation approach, an evalua-
tion technique that randomly partitions the data into N sets of
equal size and each time the learning algorithm is run one of
the N sets will be the test corpus while the remaining N-1 sets
will be the training corpus [Zhu and Rohwer, 1996].

Figure 1: Flowchart of RULIE Algorithm (Source: Authors)

For the purpose of this project we are going to use 2-Fold,
5-Fold and 10-Fold Cross Validation to ensure that the system
is properly evaluated on different division of the corpus and
so that we can compare the results from one fold with the
results of another. This ensures that no announcement used in
the training phase would be used in the testing phase and vice
versa. The system basically evaluates the four main fields
in the CMU Seminar Announcements: The Speaker that is
going to talk at the seminar; the Location where the seminar
is going to be held; the Start Time and End Time of the
seminar.

In our evaluation of RULIE, we compared the perfor-
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Precision Recall F-Measure
RULIE 0.895 0.908 0.898
LP2 0.918 0.830 0.865
BWI 0.893 0.803 0.838
RAPIER 0.905 0.725 0.790
SRV 0.733 0.795 0.758
WHISK 0.765 0.633 0.655

Table 1: Comparison of IE Algorithms

mance measures of this algorithm with those of other promi-
nent information extraction algorithms namely: LP2, BWI,
RAPIER, SRV and WHISK. The CMU Seminar Announce-
ment was used since it can be considered as being a Gold
Standard to test the performance measures of the above men-
tioned algorithms.

Table 1 presents a comparison of the Precision, Recall and
F-Measure of all these algorithms including RULIE. The re-
suls in table 1 show that RULIE performs significantly bet-
ter than the other algorithms used in information extraction.
These results are pictorially displayed in figure 2.

Figure 2: Performance measure of RULIE against other IE
algorithms (Source: Authors)

6 Future Improvements

The efforts till now in RULIE were naturally revolving
around its design, development and devising a system to eval-
uate it. More effort will be dedicated to evaluate the RULIE
algorithm on different datasets.

The semantic web is the ultimate goal for this algorithm. A
system implementing RULIE can be easily transformed into
a web service and thus making it portable and accessible by
both humans and other agents on the web. By creating an
online version, the system can be used to produce liked-data
[Berners-Lee, 2009].

7 Conculsion
In this paper we explored the importance of Information Ex-
traction algorithms. This was done to develop RULIE our in-
formation extraction algorithm and to subsequent create com-
parisons with other Information Extraction algorithms.

The key algorithms were studied and out of them LP2 and
the BWI algorithm were examined in more detail. We chose
these two algorithms to act as models for RULIE since they
share positive attributes and our research showed that they
had the potential to be combined. The rule induction tech-
nique in LP2 and the rule unification in BWI have been uni-
fied under RULIE in order to get more expressive types of
rules that apply to more situations. It is important to outline
that although RULIE was created on the LP2 and BWI tech-
nique, it introduces new ideas while refining the modelling
algorithms. The major change was to relate the opening and
closing tag rules with one another in order to remove the need
of correction rules (used in the LP2 algorithm) and to make
the BWI algorithm handle richer rules.

Although as discussed in section 6 there is still room for
improvement in RULIE, the results obtained till now are re-
markable and promising. When considering the fact that
RULIE outruns algorithms which were commercially em-
ployed, one cannot fail to notice the potential of this algo-
rithm.
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Abstract 
As information sources become increasingly avail-
able on the Internet, searching and extracting in-
formation from them is getting more important. We 
present a data model and a general service frame-
work for supporting search and exploration of het-
erogeneous data sources. In our approach, concepts 
and abstractions find suitable and efficient imple-
mentations. In this paper, we especially focus on 
the support of dynamicity and flexibility offered by 
our framework, from the definition of data sources 
to the interaction options offered to users when ex-
pressing queries and interacting with results.  

1 Introduction 
While search is the most adopted paradigm for accessing 
information over the Internet, users are becoming increas-
ingly demanding, submitting queries that are getting more 
and more challenging in several senses. Search activities 
take the form of an interaction process instead of a single 
query; each single query itself becomes more complex, in 
terms of amount and extension of information the user asks 
for; and the information is searched also in the so called 
"deep Web", with valuable information (perhaps more valu-
able than what can be crawled on the “surface Web”). When 
a query is routed to several search-supporting data sources, 
results are typically ranked by each of them, thereby raising 
the challenging task of combining results into “globally 
good” answers to the original complex query. 
 
Recent years are witnessing an exponential growth of Web 
data. Providers offer a plethora of ways of accessing their 
data sources, spanning from APIs (such as Google APIs, 
location based APIs, etc.) to proprietary query languages 
(such as YQL, the Yahoo! Query Language) and end-points 
accessible via standard query languages (e.g., SPARQL). 
This trend is associated with the increased tendency to label-
ing, tagging, and semantic linking of data, as motivated also 
by social networking applications (e.g., facebook Open 
Graph protocol1). These sources expose their data as semi-

                                                
1 http://developers.facebook.com/docs/opengraph/ 

structured information (e.g., JSON, XML) and an increasing 
number of them also provide information as linked in the 
so-called Linked Data cloud [Bizer et al., 2009], with URI-
based references between the resources.  
 
This major change of paradigm is altering traditional Web 
publishing and challenging current approaches to Web navi-
gation and information collection by end users [Baeza-Yates 
et al. 2010], [Kumar et al. 2009]. New methods are needed, 
which demand for cross fertilization between different dis-
ciplines: exploratory search approaches should be merged 
with usability studies and cognitive science in the purpose 
of identifying the best interaction paradigms on such new 
data sources; Web engineering approaches should be ex-
tended with data integration and Semantic Web/Linked Da-
ta-based practices (such as knowledge exploration tools) in 
the aim of connecting linked and non linked data, and 
providing proper navigational applications to the end users. 
All this must be as flexible as possible in terms of a contin-
uous expansion of supported sources: users should be able 
to progressively “navigate” the space of services offered by 
search facilities, by expanding the results of their queries 
with those coming from related queries (e.g. schools or 
transportation information in the context of real estate 
search). 
 
In this paper, we present Search Computing (SeCo), a 
framework introduced in [Ceri Brambilla 2010], [Ceri 
Brambilla 2011] for supporting search and exploration of 
heterogeneous data sources. In Section 2, we briefly illus-
trate the SeCo framework. In Section 3 we highlight con-
cepts, models and methods with a special focus on extensi-
bility and adaptation. We dedicate Section 4 to related 
works and we draw some conclusions in Section 5. 

2 Search Computing Framework 
Search Computing aims at developing new concepts, meth-
ods, algorithms, and tools for formulating and executing 
search queries over Web-based data sources. The frame-
work focuses on the integration of existing search engines 
and data sources, so as to provide users with capabilities that 
go much beyond what can be queried from a single data 
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source. Indeed, Search Computing queries are multi-
domain, i.e. they involve a combination of data sources.  
 
As our running example throughout the paper, we use a sce-
nario where a user plans a leisure trip and wants to search 
for upcoming concerts (described in terms of music type, 
e.g., Jazz, Rock, Pop, etc.) close to a specified location (de-
scribed in terms of kind of place, e.g. beach, lake, mountain, 
seaside), considering also the availability of good close-by 
hotels. We assume the availability of specialized data 
sources returning music events, place descriptions, hotels 
and restaurants, respectively. A sample multi-domain query 
in this scenario is “Where can I listen to a good jazz concert 
close to a nice beach, and stay at a nearby three-star hotel? 
Where can I find a good vegetarian restaurant close to the 
hotel?”  
 
The first task in this framework is the segmentation of the 
multi-domain query into sub-queries (in the example: 
"Where can I listen to a good jazz concert in a location close 
to a beach?"; "Which three-star hotel nearby has the best 
rates?"; "Where can I find a good vegetarian restaurant close 
to the hotel?"). A second task is to bind each sub-query to 
the respective relevant data source.  
 
In the Search Computing framework, we assume data 
sources to be exposed as Web services, with appropriate 
search interfaces capable of extracting items in ranked or-
der. For this purpose, we have defined a number of con-
cepts, methods and algorithms, used for the registration and 
ontological annotation of services, for query formulation 
(both as a single step and as an arbitrarily long process), for 
query optimization and execution over state-of-the-art, 
cloud-based architectures, for effective presentation of que-
ry results via visualization tools, and for result diversifica-
tion and exploration paradigms. For each task, we design the 
most suitable user interfaces for reducing the interaction 
complexity, so as to foster the emergence of information 
from the “deep Web” in different ways. 
 
The Search Computing framework is constituted by several 
sub-frameworks, as illustrated in Figure 1. The service mart 
framework provides the scaffolding for wrapping and regis-
tering data sources as services. Data sources can be hetero-
geneous (e.g. Web site wrappers, RESTful data sources, 
WSDL Web services, YQL data sources, SPARQL end-
points); registration requires a standardization of their inter-
face to comply with our service invocation protocol. The 
user framework provides functionality and storage for regis-
tering users with different roles and abilities. The query 
framework supports the management and storage of queries 
as first class citizens: a query can be executed, saved, modi-
fied, and published for other users to see. The service invo-
cation framework masks the technical issues involved in the 
interaction with the registered services, such as Web service 
protocol and data caching issues, registered in the service 
repository. Starting from this mapping, a query planner pro-
duces an optimized query execution plan, which dictates the 

sequence of steps for executing the query. Finally, the en-
gine executes the query plan, by calling designated services 
through a service invocation framework, building the query 
results by combining the outputs produced by service calls, 
computing the global ranking of query results, and produc-
ing the query result outputs in an order that reflects their 
global relevance. 
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Fig. 1. Overview of the Search Computing framework 
 
A Liquid Query interface [Bozzon et al. 2010], instantiated 
during the application configuration, supports the “search as 
a process” paradigm, based on the continuous evolution, 
manipulation, and extension of queries and results. In this 
configuration, the query lifecycle consists of iterations of 
the steps of query submission, when the end user submits an 
initial liquid query; query execution, producing a result set 
that is displayed in the user interface; and result browsing, 
when the result can be inspected and manipulated through 
appropriate interaction primitives, which update either the 
result set (e.g., by re-ranking or clustering the results) or the 
query (e.g., by expanding it with additional service marts or 
requesting for more results). This approach to development 
takes into account the trend towards “empowerment of the 
user”, as witnessed in the field of Web mash-ups [Yu et al. 
2007]. Indeed, only service development and service mart 
adaptation require programming expertise. All remaining 
design activities take place at service registration and appli-
cation configuration time, so that designers do not need to 
perform low-level programming.  

3 Concepts, Models and Methods 
In this section we describe the main concepts involved in 
registering and querying services. As a general approach, 
we perform as much work as possible at service registration 
time, so as to simplify the query task. Service registration is 
therefore accomplished by system administrators who want 
to publish services; in doing so, they make services con-
formant to an interaction protocol.  Adapting existing ser-
vices to the framework includes the creation of service 
wrappers and data description, normalization, and registra-
tion as service marts. These tasks are performed by service 
publishers, which need limited programming skills for the 
construction of data and protocol adaptation components, as 

68



they are supported by a template-based approach which uses 
standard adapter components, tailored to many service de-
scription formalisms. In the current implementation we sup-
port Web site wrappers, RESTful data sources, WSDL Web 
services, YQL data sources, and SPARQL end-points. 

3.1 Semantic Service Description 
We model services via an abstract representation, where all 
the services referring to a given real world object appear in 
the same cluster, so as to factor together similar services and 
offer a simple model of their interactions. In our model, 
represented as an Entity-Relationship diagram, the “focal” 
concept of each service class is represented as an entity 
(e.g., services returning restaurant information are “focused” 
on the Restaurant entity). Each entity includes a collection 
of strongly typed attributes, either atomic (defined by sin-
gle-valued, basic types, e.g. name), or composed (defined by 
a set of sub-attributes, e.g. chef), or multi-valued (allowing 
multiple instances, e.g. phone number). Service associations 
are expressed in terms of named binary relationships, e.g. 
near(Restaurant,Hotel). Fig. 2(a) shows an Entity-
Relationship schema encompassing the services of our run-
ning example. 
  
The conceptual representation as an abstract resource graph 
serves as a high-level view of the modeled domain. Further 
to such conceptual level, we model a lower-level logical 
representation describing the access to services. At this level 
of abstraction, an access pattern describes a legal way to 
invoke a service in terms of input (I), output (O), and 
ranking (R) attributes. While not defined at the conceptual 
level, additional access or ranking attributes that are not 
inherent properties of the domain entities (e.g., user 
location/ distance to the object) may appear at the logical 
level, with the purpose of allowing ranked access based on 
external properties. Finally, the logical level represents 
entity relationships as connection patterns consisting of a 
set of comparison predicates between pairs of attributes of 
the two services; these are interpreted as conjunctive 
Boolean expressions encoding the integration (join) between 
data instances associated with each access pattern.  
 
At a yet deeper level of representation, service interfaces 
describe the physical implementation of services, and are 
directly linked to the information sources they access. 
Service interfaces are characterized by properties describing 
the cost of invocation (expressed as the response time and/or 
the monetary cost of invocation); how result items are 
clustered by the service at each call (a service is chunked 
when it returns a subset of the result objects at each call); 
the possibility of caching data (and in such case the 
expiration time); and access limitations (e.g., maximum 
number of allowed invocations per time unit). These aspects 
are crucial for cost-based service invocation strategies. 
At registration time, data publishers are offered a number of 
facilities for connecting services to ontological knowledge, 

e.g. as provided by general-purpose systems such as  
Yago [Suchanek et al. 2007] and GeoNames2. Users are 
proposed to extract entity and attribute names from such 
ontologies, so as to guarantee greater “concept interopera-
bility”, which in turn may facilitate query understanding. In 
this way, SeCo concepts are explicitly mapped to ontologi-
cal concepts, thereby opening to several research directions 
concerning query interpretation, rewrite, and understanding 
[Suchanek et al. 2010].  
 

 
(a) 

Concert

Restaurant

Hotel

location [I]  radius[I]  minDate[I]  maxDate[I]  genre[I]  
name[O]  date[O][R]  lat[O]  long[O]  distance[O][R]  price[O][R]  address[O]

radius[I]  category[I]  minRating[I]  location [I] 
name[O]  address[O]  rating[O][R]  lat[O]  long[O]  distance[O][R]  url[O]  

location [I]  radius[I]  category[I]  minRating[I]  
name[O]  phone[O]  rating[O][R]  lat[O]  long[O]  distance[O][R]  url[O]  

(b) 
 

Fig. 2. Entity-Relationship conceptual description of Web 
services (a), and detailed view of the inputs and outputs of 
selected services, together with possible user inputs and 
query flows (b). 
 
Three examples of access patterns suitable for our scenario 
are shown in Figure 2(b). Input, output and ranking 
attributes are highlighted. Two join clauses define the 
connection between the Concert, Restaurant and Hotel 
services based on their location. Figure 2(b) also 
exemplifies the submission of user input values for a query. 

2.2 Query  
A Search Computing query is a conjunctive expression over 
services, which includes two main aspects: the logical query 
clauses over the relevant data sources and the result ranking 
criterion. Although queries may be initially expressed over 

                                                
2 www.geonames.org 
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the conceptual description of services, eventually all queries 
are translated into adorned queries over service interfaces.  
 

The query interface supports run-time customization of que-
ries by choosing: optional selection predicates to restrict the 
objects retrieved by the query (e.g., a maximum price target 
for events or flights); default ranking criteria; visual prefer-
ences on the display of the result set (e.g., sorting, grouping, 
and clustering attributes or the size of the result list); a set of 
extra services usable by the end user to expand the current 
query (e.g., adding to selected movies their actors or re-
views, or adding parking facilities next to the theatres where 
they are programmed).  

3.3 Query Plan  
A query plan is a well-defined scheduling of service invoca-
tions, possibly parallelized, that complies with their service 
interface and exploits the ranking in which search services 
return results to rank the combined query results [Braga et 
al. 2008]. Query plans are executed upon a specialized en-
gine, called Panta Rhei [Braga et al. 2010], which empha-
sizes the flow of information extracted from services for 
producing query results. Panta Rhei represents a plan as a 
graph composed of operator nodes and edges, which de-
scribe the control- and data-flow between nodes. Several 
types of nodes exist, including service invocators, joiners, 
controllers and modifiers (chunkers, sorters, selectors). In 
order to support top-k answers (or approximations thereof), 
Panta Rhei provides strategy nodes that control the evalua-
tion of joins by scheduling the corresponding service invo-
cations. Our choice to define a new language rather than 
using or adapting an existing formalism was motivated by 
the specific requirements of evaluating complex queries 
over search services. For example, runtime adaptivity is 
achieved by the separation of the data flow and the control 
flow. 
 
As an example of query plan model, Fig. 3 shows a pipe 
join which first extracts a list of Concerts from a search 
service and then uses these results to retrieve close-by Res-
taurants and Hotels, whose invocations are performed in 
parallel according to a predefined join strategy. Finally, re-
sults are joined by suitable join units, which execute the join 
of search engine results. Two strategy nodes—one for the 
outer pipe join and one for the inner parallel join—
orchestrate the execution of the query by observing the out-
put of data units (such as service invocators and joiners) and 
deciding the service to be invoked accordingly. 
 
The execution engine supports flexibility in many ways. 
The system dynamically adapts to sudden changes of ser-
vice performances by altering join strategies, e.g. by search-
ing information from services which are dynamically per-
forming better. Other elements of flexibility are offered by 
the architecture, which cleanly separates the execution as-
pects from the control aspects. Thanks to such separation, 
alternative join methods and strategies (e.g. heuristic or 

probabilistic vs. exact, pipe vs. parallel) can be added and 
dynamically selected depending upon needs.  

Restaurant

Hotel

(1,1,T)Concert

(1,10,R)  
Fig. 3. Example of query plan in Panta Rhei 
 

2.4 Liquid Interactions for Information Exploration 
Liquid Query consists of a set of abstractions supporting 
exploratory search [Bozzon et al. 2010]. The Liquid Query 
interface visibly highlights the contribution of each search 
service to the composite result set, and supports users in fine 
tuning their requests to the underlying search services in 
several ways: by expanding the query with an extra search 
service, by adding or dropping attributes of an object, by 
asking for more results from a specific service, by aggregat-
ing results, by reordering them, by adding details (drill-
down) or removing them (roll-up), and by choosing the best 
data visualization format at the level of individual object, 
combination or results set. In playing with the query and its 
result set, users alter the schema of the result set “contain-
er”, and then results dynamically flow inside the new sche-
ma, adapting to it as a liquid to its container.  
 

  
Fig. 4. Example of multi-domain query results  
 
These operations apply to a tabular data representation simi-
lar to that of Google Square, which highlights the prove-
nance of information from different search services. Fig. 4 
shows an example of result table and a set of exploration 
options.  
 
Thanks to the conceptual model representation, users can 
express their queries directly upon the concepts known to 
the system, such as hotels, restaurants, or concerts. Moreo-

70



ver, users can explore concepts by requesting for details on 
a specific object or by moving to other, semantically related 
concepts. For instance, they can select a concert and then 
relate it to other concepts such as performing artist, close-by 
transportation and parking facilities, other shows being 
played in the same night in town, etc. The query is focused 
(and restricted) to known semantic domains, offering great 
power in organizing the exploration of the search space as a 
continuous process.    

 
(a) 

               (b) 
Fig. 5.  (a) Visualization of geo-referenced objects as ranked 
combinations; (b) Starting from a selected combination, the 
user explores related objects, such as shopping centers near 
the selected hotel 

Query results are ranked; the user interface also allows users 
to specify ranking preferences, e.g. “distance”, “quality”, 
“price range” or a combination thereof [BrambillaCeri 
2009]. At each stage, the user can select the most relevant 
object instances and continue exploration by choosing the 
next concept among the ones that can be connected to the 
current selection. Then, the user submits another object que-
ry, possibly by providing additional selection criteria; the 
system will retrieve connected object instances and form a 
“combination” with the previously retrieved ones. Back-
tracking is supported by means of a query orchestrator, 
which supports a query session and allows users to retract 
decisions and explore alternative options.  
 
This exploratory process can be even more useful and effi-
cient in some specific domains, such as geo-referenced ob-
jects. Fig. 5 shows a few simple exploration steps on geo-
referenced objects via a map-based visualization. By select-
ing one or more combinations of objects (Fig. 5 (a)), users 
can prune the set of available options. Starting from an ob-
ject, users can decide the exploration direction to follow 
towards other types of items based on nearness, such as met-
ro stations or shopping centers. In this case, the new objects 
appear in the map and contribute to the newly calculated 
combinations (and rankings), as shown in Fig. 5(b). The 
exploration step can be repeated iteratively. The system is 
also automatically able to cluster non geo-referenced items 
within the semantically closest geo-referenced item. 
 
In the context of the project, we use a conceptual model of 
query results, based on the knowledge of data types and of 
the ontological meaning of each attribute constituting the 
result itself, so as to match the results to the best representa-
tion widget. Of course, geo-references or time references 
can use maps and timelines. In addition, representation 
choices include the selection of the most significant repre-
sentation dimensions and the use of data dependencies for 
positioning dependent attributes together with geo- or time-
referenced attributes.  

4 Related Work 
Our work stands at the intersection of four main research 
trends in the field of software development: service integra-
tion, model-driven (Web) engineering, mash-up approaches 
and search-driven application development. 
 
Service integration is a very prolific research field, compris-
ing various directions: service definition (WSDL and ontol-
ogies such as WSMO and OWL-S), service registration 
(e.g., UDDI, and ebXML Registry), and service orchestra-
tion (WS-BPEL, BPMN, and interchange formats like 
XPDL). Associated tools comprise service orchestration 
tools based on BPEL and more general BPM tools. The 
Search Computing framework takes inspiration from the 
SOA vision, defining service-based invocation, collabora-
tion between services for achieving a common result, and 
orchestration of the query plans.  
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From model-driven Web engineering approaches (e.g., 
WebML) the Search Computing framework borrows the 
ideas of visual design and composition of the applications. 
Modeling is actually ubiquitous in the SeCo approach, since 
it is applied in all the phases of the development. 
 
Mash-up approaches (e.g., Yahoo Pipes) are even more in-
spiring, since they comply with the expert user need of an 
easy online tool to quickly configure and deploy applica-
tions. The Search Computing design tools rely on mash-up-
like approaches, with emphasis upon simplifying user inter-
action [Yu et al. 2007]. 
 
Finally, search-based application development aims at ac-
counting for the increase of sophistication and diversifica-
tion of requirements for search applications. One example is 
the Symphony platform by Microsoft [Shafer et al. 2009], 
which enables non-developers to build and deploy search-
driven applications that combine their data and domain ex-
pertise with content from search engines and other Web 
Services. Google Base API3 and Yahoo! Query Language4) 
target the skilled software developer and rely on APIs or 
query languages. Google Squared5 and Fusion Tables6 pro-
duce tabular results of searches over web and proprietary 
information respectively; Kosmix7 is a general-purpose top-
ic discovery engine, which responds to keyword search by 
means of a topic page. These proposals miss some of the 
features offered by the Search Computing framework, in-
cluding join of results, cost awareness, definition and opti-
mization of query plans.  

5 Conclusions 
The Search Computing framework proposes a new para-
digm where data are extracted from a constellation of coop-
erating services, and ranking of results is the dominant fac-
tor for composing them. This paradigm has proven very 
useful in supporting a flexible interaction over data sources.  
 
Flexibility occurs at registration time, where users are pro-
vided with a number of tools and methods in order to adapt 
existing services and to describe their high-level semantics. 
Once such an investment is performed, the user is given a 
flexible high-level interface for browsing concepts at will, 
by dynamically adding and dropping data sources, by com-
posing them arbitrarily, by asking for more results, by ex-
ploring solutions “forward” and “backward”.  While our 
current interfaces expect an active participation by users, we 
are also studying how to further simplify interfaces and ad-
here to classic, keyword-based or natural language interac-
tions, by using references and annotations of services to 
ontological concepts in order to infer a complete meaning of 
complex queries from simple interactions.  

                                                
3 http://code.google.com/apis/base/  
4 http://developer.yahoo.com/yql  
5 http://www.google.com/squared  
6 http://tables.googlelabs.com    
7 http://www.kosmix.com  

Demonstrations of Search Computing results are taking 
place at WWW 2011 and ACM-Sigmod 2011 Conferences, 
and are available on www.search-computing.eu.  
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