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Abstract

The need for being able to talk about mappings be-

T-boxes. The rationale for this choice is the fact that DLs
are a widely agreed standard for describing terminological

tween different ontologies has been recognized as a
result of the fact that different ontologies may par-
tially overlap or even represent the same domain
from different points of view. Unlike for the case
of ontology languages, work on mapping languages
has not yet reached a state where a common under-
standing of the basic principles exists. In this paper
we propose a formal comparison of existing map-
ping language by translating them into distributed
first order logic. We analyze underlying assump-
tions and differences in the interpretation of map-

pings.

1 Motivation

The benefits of using ontologies as explicit models of the®

knowledge. In particular, because DLs have gained a lot of
attention as a standardized way of representing ontologies on
the Semantic WefHorrockset al., 2009.

Approach and Contributions

We encode the different mapping languages in an extended
version of distributed first-order logic (DFOL), a logical
framework for representing distributed knowledge systems
[Ghidini and Serafini, 20d0 DFOL consists of two com-
ponents: a family of first order theories and a set of axioms
describing the relations between these theories. As most pro-
posals for mapping languages are based on a subset of first-
order logic for describing local models and mappings with
a particular semantics for the connections between models,
these mapping language can be expressed in distributed first
rder logic in the following way:

restrictions on the use of first order sentences for de-

conceptualization underlying information sources has widely e
been recognized. Meanwhile, a number of logical languages

for representing and reasoning about ontologies have been e
proposed and there are even langauge standards now that

scribing domain models
the form of axioms that can be used for describing rela-
tions between domain models

guarantee a stability and homogeneity on the language level. ® axioms describing the assumptions that are encoded in
At the same time, the need for being able to talk about map-  the specific semantics of mappings

pings between different ontologies has been recognized as agncoding the different mapping approaches in first-order
result of the fact that different ontologies may p_artially OVer-|ogic in this way has several advantages with respect to an
lap or even represent the same domain from different pointgnalysis and comparison of existing work. In particular it
of view [Bouquetet al, 2004. As a result a number of pro- ajjows us to do a formal analysis and comparison of different
posal have been made for extending ontology languages witnroaches in a uniform logical framework. In the course of
notions of mappings between different models. Unlike forthe jnvestigations, we make the following contributions to the
the case of ontology languages, work on mapping languagegate of the art in distributed knowledge representation and
has not yet reached a state where a common understandmg,@fasoning:

the basic principles exists. As a consequence, existing pro- .

posals show major differences concerning almost all possible ® We show how DFOL formalism can be used to model
aspects which makes it difficult to compare approaches and 'Slat'ons between heterogeneous domains (Proposition

make a decision about the usefulness of a particular approach - . .
e we encode existing mapping approaches in a common

in a given situation. f K making th bl
The purpose of this work is to support a better understand- ramework making them more comparable _
e we make hidden assumptions explicit in terms of distrib-

ing of the commonalities and differences of existing propos- ° ; .

als for mapping languages. We restrict our attention to logic-  Uted first order logic axioms . .

based approaches that have been defined as extensions t& W€ provide first resul_ts on.the relative expressiveness of
existing formalisms for representing Terminological Knowl- the approaches and identify shared fragments

edge. In particular, we chose approaches that extend descrip-The paper is structured as follows. In section 2 we intro-
tion logics (DL) with notions of mappings between different duce distributed first order logic as a general model for de-



scribing distributed knowledge systems. We explain the intusame constant appears in two languages, as from the local se-
ition of the logic and introduce its syntax and semantics. Inmantics we have that the interpretation of a constamt’_; is
section 3 we describe how the different mapping approachesdependent from the interpretation of the very same constant
mentioned above can be encoded in distributed first order larin L;, with i # j. Overlapping is also unrelated to the inter-
guage. Here we will focus on the representation of mappingsection between the interpretation domains of two or more
and the encoding of hidden assumptions. In section 4 weontexts. Namely idom; N domy # ( it does not mean
compare the different approaches based on their encoding that L; and L; overlap. Instead, DFOL explicitly represent
DFOL and discuss the issues such as relative expressivenessmantic overlapping via a domain relation.

and compatibility of the different approaches and concludeyefinition 2 (Domain relation) A domain relationform
with a summary of our findings and open questions. dom; anddom is a binary relations;; C dom; x dom,.

. . . Domain relation from to j represents the capability of the
2 Distributed First-Order Logic j-th sub-system to represent in its domain the domain of the

This section introduces distributed first order logic as a ba#-th subsystem. A paifd, d’) being inr;; means that, from
sis for modeling distributed knowledge bases. More detaildh€ Point of view ofj, d in dom, is the representation af
about the language including a sound and complete calcul§ dom;. We use the/ functional notation; (d) to denote the
can be found idGhidini and Serafini, 2045 set{d e.domj_| (d,d') € ri;}. The domain relatiom;; for-
Let {L;}:c; (in the following{ Z;}) be a family of first or- malizes;’s subjective point of view on the (elat|0p betvv_een
der languages with equality defined over a non empty sét dom,; anddom; and not an absolute objective point of view.
indexes. Each language is the language used by thieh Or in other Wor_dsr,»j # 1 becau§e of the non-symmetrical
knowledge base (ontology). The signaturelgfis extended ~Nature of mappings. Therefo(g, d') € r;; must not be read

with a new set of symbols used to denote objects which ar@S if d andd’ were the same object in & domain shared by

related with other objects in different ontologies. For eachandj' This facts would indeed be formalized by some ob-

variable, and each index € I with j # i we have two SErver which is external (above, meta) to botind;j. Using
new symbolsz—7 andzi—, calledarrow variables Terms the notion of domain relation we can define the notion of a

and formulas ofL;, also calledi-termsandi-formulasand model for a set of local models.

are defined in the usual way. Quantification on arrow vari-Definition 3 (DFOL Model) A DFOL mode| M is a pair
ables is not permitted. The notatieiix) is used to denote ({M;},{ri;}) where, for eachi # j € I. M; is a set of
the formula¢ and the fact that the free variables ¢fare  local models forL;, andr;; is a domain relation frondom;

x = {x1,...,2,}. In order to distinguish occurrences of to dom;.

terms and formulas in different languages we label them with \yg extend the classical notion of assignment (e.g., the one

their index. The expressian ¢ denotes the formula of the  giyen for first order logic) to deal with arrow variables us-

i-th knowledge base. , _ ing domain relations. In particular, an assignmergrovides
The semantics of DFOL is an extension of Local Modelsfor each systen, an interpretation for all the variable, and

Semantics defined ifGhidini and Giunchiglia, 2001 Local  for some(by not necessarily all) arrow variables as the do-

models are defined in terms of first order models. To capturenain relations might be such that there is no consistent way

the fact that certain predicates are completely known by thgy assign arrow variables. For instancesjfz) = d and

i-th sub-system we select a sub-languagd.ptontaining ;.. (4) = {), thena; cannot assign anything tg .

the equality predicate, denoted 4$ we call thecomplete . .

fragmentof L;. Complete termsindcomplete formulasre r[r)gljrg;“?or} ?L(_'?sznngg?gn;eé n/t\z/tis:a (f{a/\”/]liitj 7{3'? }o>f ?)2 r?

terms and formula of.{ and vice versa. . . ; ;
tial functions from the set of variables and arrow variables to
Definition 1 (Set of local Models) A set of local modelsf  dom,;, such that:
L; are a set of first order interpretations ©f, on a domain 1. a;(z) € domy;
dom;, which agree on the interpretation bf, the complete RSN Y .
om 9 P f p 2. a;(297) € rji(a(@));

fragment of.Li. | - | 3. a;(z) € rij(a;(z—9));

As noted inFranconi and Tessaris, 20G4ere is a founda- An assignment: is admissible for a formula : ¢ if a; as-
tional difference between approaches that use epistemic statgs, s all the arrow variables occurring gn Furthermérea
and approaches that use a classical model theoretic Semant'&gladmissible for a set of formuldsif it is admissible for any
The two approaches d|.ffer as long as there is more than ONE. 4 < I'. An assignment is strictly admissiblefor a set of
model m. Using the notion of complete sublanguagehow-  tormyjasr if it is admissible forl” and assigns only the arrow
ever, we can force the set of local models is either a singleto(), iapies that occurs ifi
or the empty set by enforcing that = L. Under this as- |
sumption tF;]g two V\yays of def?ning the semantics of submod- YUsing the notion of an admissible assignment given above,
able to simulate both kinds of semantics in DFOL. lows:

Two or more models can carry information about the saméefinition 5 (Satisfiability) Let M = ({M;}, {r;;}) be a
portion of the world. In this case we say that tregman- modelfor{L;}, m € M, anda an assignment. Aixformula
tically overlap Overlapping is unrelated to the fact that the ¢ is satisfiedby m, w.r.t, a, in symbolsm |=p ¢[a] if



Q

MEi:P(x™7) — j:Q(x) iff Foralldc|P|;andforalld € ri(d),d € |Q|;

)

b) MEi:P(x)—j:Q(z”) iff Forallde |P|;thereisad € ri;(d),s.t.d € |Q|,
¢) MEj:Q@™)—i:P(x) iff Forallde |Q],andforalld withd € ri;(d'), d' € |P|:
d) MEj:Q(x)—i:P(z7) iff Forallde |Q|.thereisad withd € r;;(d), s.t..d € |P|:

Figure 1: Implicit Quantification of Arrow Variables in Interpretation Constraints

1. ais admissible foii: ¢ and Proposition 1. Let M be a DFOL model and## j € I.
2. m = ¢[a;], according to the definition of satisfiability ;4 = F,; iff ,; is a partial function.
for first order logic. 2. M [= INV; iff r;; is the inverse of j;.

M ETd]ifforall i:¢ € T andm € M;, m |=p dla;]*. 3. M | OD;; if r;;(= r;;') is an isomorphism between a

Mappings between different knowledge bases are formal- ~ subset oidom; and a subset dlom;. |.e.,dom; and
ized in DFOL by a new form of constraints thatinvolves more ~ dom; (isomorphically) overlap.
than one knowledge bases. These formulas that will be the 4. M |= ED;; iff r;;(= r;il) is an isomorphism between
basis for describing different mapping approaches are called dom; and a subset alom;. |.e.,dom; is (isomorphi-
interpretation constraints and defined as follows: cally) embedded imlom;

Definition 6 (Interpretation constraint)An interpretation 5. M = ID; iff ri;(= r;;') is an isomorphism between

constraint fromiy,...,i, toi with i, Ziforl < k <n dom; anddom;. |.e.,dom, is isomorphic tadom,.

is an expression of the form . M = RD, if for every constant of L; andL;, if c is
) ) ) interpreted ind for all m € M, thenc is interpreted in
Wi, inidn — 000 (1) ri;(d) for all models ofm € M, and vice-versa. l.e.,

The interpretation constraint (1) can be consider as an ax-  the constant is rigidly interpreted by; and j in two
iom that restrict the set of possible DFOL models to those _ Corresponding objects. o
which satisfies it. Therefore we need to define when a DFOL 7+ Finally M = 1P;; iff M; = 0 implies thatM; = 0.
model satisfies an interpretation constraint. |.e., inconsistency propagates frarto ;.

Definition 7 (Satisfiability of interpretation constraintsp

model M satisfiesthe interpretation constraint (1), in sym-

bolsM |=i1:¢1,...,in: ¢, — i:¢ if for any assignment Mapping languages formalisms are based on four main para-

strictly admissible fofi; : ¢y, ..., i, :dn ), if M = iy:¢r[a] ~ Meters: local languages and local semantics used to specify

for 1 < k < n, thena can be extended to an assignmeht the local knowledge, and mapping languages and semantics

admissible fori : ¢ and such thatt |= i : ¢[a/]. for mappings, used to specify the semantic relations between
.. the local knowledge. In this section we focus on the second

_ . . . epairs and as far as local languages and local semantics it is
2 occurs on the left or on the right side of the constraint, enough to notice that

has a universal or an existential reading. Figure 1 summarizes )
the different possible readings that will reoccur later. Nota-Local languagesin all approaches local knowledge is ex-
tionally for any predicateP, | P|; = (,,cq, m(P), where pressed by a suitable fragment of first order languages.
m(P) is the interpretation oP in m. Local semantics with the notable exception ofFranconi

By means of interpretation constraints on equality, we can  and Tessaris, 2004where authors propose apistemic
formalize possible relations between heterogeneous domains. approachto information integration, all the other for-

malisms for ontology mapping assume that each local

Modeling Mapping Languages in DFOL

Fiy = {ie™ =y —jiw=y} knowledge is interpreted in a (partial) state of the world
INV. — { =y T -t =y } and not into an epistemic state. This formally corre-
Ca jix =y =il =y sponds to the fact that each local knowledge base is as-
OD; = FiUF;UINV, spuated wnh_at m_ost ond-OL mterpretgnon. _
ED,, — OD,Ufiiz—=z— jia' =2~} The first assumption is naturally captured in DFOL, by sim-
v v ply consideringL; to be an adequately restricted FOL lan-
ID;; = ED;; UED;; guage. As far as the local semantics, in DFOL models each
iir=c—jiztT =c L; is associates with set of interpretationsTo simulate the
RD;; = { jiw=coigi— =c |C€LiN Lj} single local model assumption, in DFOL it is enough to de-

clare eachl; to be acompletelanguage. This implies that
all them € M, have to agree on the interpretation bf-
symbols.

!Since it will be clear from the context, in the rest we will use . .
the classical satisfiability symbgt instead of=p and we will write Not_atlonally,qs, ¥, ... will be used to denote both DL ex-
m k= ¢la] to mean that ar-formula is satisfied byn. Inwriting ~ Pressions and FOL open formulas¢lfs a DL conceptg(z)

m = ¢la] we always mean that af is admissible fori : ¢ (in ad-  (OF ¢(z1, ..., 2,)) will denote the corresponding translation
dition to the fact thatn classically satisfies under the assignment of ¢ in FOL as described ifBorgida, 199%. If ¢ is a role

a) R then¢(x,y) denotes its translatioR(z,y), and if ¢ is a



constant, theng(z) denote its translation = c. Finallywe 3.2 Ontology Integration Framework (OIS)

usex to denote a set, .. ., z,, of variables. Calvanese and colleagues [iBalvaneseet al., 20028 pro-
o o ) pose a framework for mappings between ontologies that gen-
3.1 Distributed Description Logics/C-OWL eralizes existing work on view-based schema integratitha

. . - man, 1997 and subsumes other approaches on connecting
The approach presented [Borgida and Serafini, 200&x- DL models with rules. In particular, they distinguish global

tends DL with a local model semantics similar to the one in- . . . .
troduced above and so-called bridge rules to define sema entric, local centric and the combined approach. Differences

X . : o X etween these approaches are in the types of expressions con-
tic relations between different T-Boxes. A distributed inter- ? : .
pretation for DDL on a family of DL languagéL;}, is a nected by mappings. With respect to the semantics of map-

: ; X : ings, they are the same and are therefore treated as one.
family {Z;} of interpretations, one for eadh plus a family P ; :
{rij }izjer Of domain relations. While the original proposal OIS assumes the existence of a global mgdeto which

only considered subsumption between concept expfeSSionégrf;ﬁlsrg?;jhe;ﬁiféfmﬁ;%%?seg}e%Sﬂiescjegag]eucerfggg dtgg in
the model was extended to a set of five semantic relation

: : . ; : global domain. Further, in OIS constants are assumed to
g;f#g’g?g gilgvv\\;.LTithiir;ﬁ)rwicr:‘sggfthef|ve semantic re""‘tlor%gidly designate the same objects across domain. Finally,
' global inconsistency is assumed, in the sense that the incon-

Definition 8 ([Bouquetet al., 2004). Let ¢ andv be either  sistency of a local knowledge makes the whole system in-
concepts, or individuals, or roles of the descriptive languagesonsistent. As shown in Proposition 1, we can capture these

L; andL; respectively. assumptions by the set of interpretation constrateids,,,
RD,,, andIP,,, wheres is the index of any source ontology

1. 3¢ —>jpif i (¢T) C i, andg the index of the global ontology.

R A S Y AN S According to these assumptions mappings are described
2.3 Z.'¢ ?jw !f 7”(¢I) = wIi in terms of correspondences between a local and the global
3. Tk T’ g ifrig(97) = 97, model. The interpretation of these correspondences are de-
4. JEig — j:pif ri(¢) Nyli = 0 fined as follows:
5.3 Fi:¢ — jupif riy(¢7) Nyt £ 0; Definition 9 ([Calvaneseet al, 20028). Correspondences

between source ontologies and global ontology are of the fol-

A interpretation for a context space is a model for it if all the "™
lowing four forms

bridge rules are satisfied.
- .. 1. 7 satisfied ¢, 4, sound w.r.t. the local interpretatiof,
¢From the abov_e satisfiability condition one can see that if all the j{ﬁeﬁ satisf;?ingb in D satisfyo in%

the mapping : ¢ — j : ¢ is equivalent to the conjunction 2. (¢ +, completé w.rt. the local interpretatio®, if no

of the mappings : ¢ — j: ¢ andi: ¢ —= j: 1. The tuple other than those satisfyingin D satisfiess in Z,
L Lo ; . = 3. (¢, v, exact w.r.t. the local interpretatio®, if the set

mappingi : ¢ — j : 1 is equivalent tai : ¢ — j : . g P .

And finally the mapping : ¢ —» j : 4 is the negation of of tuples that satisfieg in D is exactly the set of tuples

H C herefore for th I satisfyinge in Z.
the mapping : ¢ — j:1. Therefore for the translation we ) . ..
will consider only the primitive mappings. As the underlying . ¢F"om the above semantic conditiong¢, 1, exact

notion of a model is the same as for DFOL, we can directl))<s¢ zqggﬁlelgie t(l)t'st'[]heerg% r;gjgﬁgﬂnh?y’;é’\’/%oeu&de t;nndsla-
try to translate bridge rules into interpretation constraints. In.”’ *’ piete. 9 P

particular, there are no additional assumptions about the n lon of the first two correspondences. The definitions 1 and 2

ture of the domains that have to be modeled. The translatio?bove can directly be expressed into interpretation constraints
is the following: compare Figure 1) resulting in the following translation:

GLAV Correspondence | DFOL
(.:'OV!L . PFOL : ‘ (9,1, sound s:p(x) — g:o(x°7)
iip—> i | iip(aT) — jrep(x) (¢, 9, complete g:9(x) — s:9(x79)
= [T - (=
G = jp | jip(z) = irg(a) The translation shows that there is a fundamental difference
i:¢ —£ j:9 | No translation in the way mappings are interpreted in C-OWL and in OIS.

) ) ) While C-OWL mappings correspond to a universally quanti-
We see that a bridge rule basically corresponds to the interpréed reading (Figure 1 a), OIS mappings have an existentially
tation a) and d) in Figure 1. The different semantic relationsquantified readings (Figure 1 b/d). We will come back to this
correspond to the usual reads of implications. Finally negagifference later.
tive information about mappings (i.€.; ¢ —%—> j:1is not . .
representable by means of DFOL interpretation constraints.3-3 DL for Information Integration (DLII)

A slightly different approach to the integration of different
?|n this definition, to be more homogeneous, we consider theddL models is described lf_C&WaneS@t al, 20023. ThlS_

interpretations of individuals to be sets containing a single objecepproach assumes a partial overlap between the domains of
rather than the object itself. the models\/; and M rather than a complete embedding of



them in a global domain. This is captured by the interpreta- In DFOL we have only one single relation between from
tion constraintOD;;. The other assumptions (rigid designa- ¢ to j, while in e-connection there are many possible rela-
tors and global inconsistency) are the same as for OIS. tion. However, we can use a similar trick as useftBorgida

An interpretationZ associates to each/; a domainA;. and Serafini, 2003to map relations on inter-schema rela-
These different models are connected by inter-schema asséiens: each of the relation is;; acts as a;;. To represent
tions. Satisfiability of interschema assertions is defined as-connection it is therefore enough to label each arrow vari-

3 wn
follows able with the proper link name. The arrow variable™ 7 is

Definition 10 (Satisfiability of interschema assertions) 7 reaq as the arrow variableﬁ Whe_rerij is intended to be
is an interpretation folZ; andM; we say thaf. satisfies the the interpretation obwn;;. With this syntactic extension of

interschema assertion DFOL concepts definitions based on links (denotefl’asan
& Ceat ), if o7 C T & Lews ¥, if o7 € T be codified in DFOL as follows:
¢ =car ¥, if ¢ =T ¢ Feat Y, If ¢* # Pt e-connections| DFOL
¢ Cime 0, if T NTL, CrNTE, , .
¢ =ine ¥, if 9T N T%ij =yt n Tﬁij $L3EY ZQS(:L)E_) Jp@™)
¢ Line ¥, i TN T, 2T NTL PCVEY | i:g(a™) = jiy(x)
¢ Fine QTN T #PTNTE ¢EZnEY | i \py d21) — .
As before=,,; and=,,; are definable as conjunctions of 3 Nignet 7/’(172H23A T 7 T
Cest andC;,,;, SO we can ignore them for the DFOL trans- C< nE. 2 AN
lation. Furthermore, a distinction is made between exten- ¢L<nBY | ¢(,m) nJ{\l’“ZI TR T
sional and intentional interpretation of inter-schema asser J: V=i ($(k) D Vg 2 = xk)

tions, which leads to different translations into DFOL. We see that like OIS, links in theconnections framework

inter-schema assertions DFOL have an extensional interpretation. The fact, that the frame-
& Cegt ¥ i1p(x) — jib(x"7) work distinguishes between different types of domain rela-
& Lewt ¥y Fewt No translation tions, however, makes it different from all other approaches.

& Cint ¥ ip(xT) = jiap(x) _ Another differ_ence to the previous appr(_)ach_es is '_[ha_lt new
¢ Lint ¥y & Fing ¥ No translation links can be defined on the bases of existing links similar to

complex roles in DL. Syntax and semantics for link construc-
While the extensional interpretation corresponds to the Sepys js defined in the usual wagE~)" = (EI)—l (Inverse),
mantics of mappings in OIS, the intentional interpretation I . . T

corresponds to the semantics of mappings in C-OWL. Thu EI_' F) . BE0EE (S:onjuncuon),(E UF) =E*UF*
using the distinction made in this approach we get an explandDisjunction), and—E)" = (A; x A;) \ E* (Complement).

tion of different conceptualizations underlying the semanticd\otice that, by means of inverse link we can define map-
of C-OWL and OIS that use an extensional and an intentionaping of the b and d type. E.g., the e-connection statement

interpretation, respectively. ¢ C 3E~ v, encodes corresponds to the DFOL bridge rules
¢(x) : i — Yz'—j :which is of type b). Similarly the e-
3.4 e-connections connectionp C VE ™ corresponds to a mapping of type d).

As the distinctions between different types of links is only

/I?n g\:\l;fgger: b?s%rg%;g ;%e?eggI?r%rr:etlk?goig\?esbt?t\gt?g: O?I; made on the model theoretic level, it is not possible to model
9 9 9 Boolean combinations of links. Inverse links, however, can

called e-connections between abstract description system : L
[Kutz et al,, 2004. Originally intended to exteng the dgcid— Be represented by the following axiom:
ability of DL models by partitioning it into a set of models
that use a weaker logic, the approach has recently been pro- ~

posed as a framework for defining mappings between ontolo- j:yE—w' =z iy = ]

gies[Grauet al, 2004. _ _ _ _ _ _ _

In the e-connections framework, for every pair of ontolo- Finally the inclusion axioms between links, i.e., axioms of
giesij there is a set;; of links, which represents binary rela- the formE C I whereE and F are homogeneous links, i.e.,
tions between the domain of ti¢h ontology and the domain links of the same;;, can be translated in DFOL as follows:
of the j-th ontology. Links from: to j can be used to define B . F
concepts, in a way that is analogous to how roles are used to ix=y 7 —juat =y

define concepts. In the following table we report the syntaXpe can say that the-connections framework significantly

ggg;t‘:ss:min#gfﬂfg?ngfgg 3:22;22”61%%5&1gtn.y!in_llfﬁz( differs from the other approaches in terms of the possibilities
only assumption about the relation between domains is globe&? define and combine mappings of different types.

inconsistency (see above). . . .
y ( ) 4 Discussion and Conclusions

%To simplify the definition we introduce the notatioh’;; =  The encoding of different mapping approaches in a common
T%: N TL, foranyn > 1. Notice thatT,; = A} N A7 framework has two immediate advantages. The first one is the

Efl.
—
=T

E .
y=x" 7 —jy



ability to reason across the different frameworks. This can b&keferences
done on the basis of the DFOL translation of the different ap[Borgida and Serafini, 2003A. Borgida and L. Serafini.
proaches using the sound and complete calculus for DFOL - pigiributed description logics: Assimilating information

[Ghidini and Serafini, 200 As there are not always com-  fom peer sourceslournal of Data Semanticd:153-184,
plete translations, this approach does not cover all aspects of 53’

the different approaches, but as shown above, we can capture . ) . .

the most aspects. There are only two aspects which cannot ég?):‘gtljcéas’c%i%?ignﬁb Sl(érsgfr?d ;?gdti2:t;el|gg?’oir?#ﬂ:flsr:¥§|”eSS
represented in DFOL, namely “non mappings’q — j: v X ; )

in C-OWL, ¢ Z,,, ¢ etc. in DLII) and “complex map- ligence 82:353-367, 1996. Research Note.

pings” such as complex links ia-connection. The second [Bouquetetal, 2004 P. Bouquet, F. Giunchiglia, F. van
benefit is the possibility to compare the expressiveness of the Harmelen, L. Serafini, and H. Stuckenschmidt. Contextu-
approaches. We have several dimensions along which the alizing ontologiesJournal on Web Semantich(4):xx—Xx,

framework can differs: 2004.

Avrity of mapped items? C-OWL allows only to align con- [Calvaneset al, 20023 Diego Calvanese, Giuseppe De Gi-
stants, concepts and roles (2-arity relations), acomo, and Maurizio Lenzerini. Description logics for in-
connection allows to align only 1-arity items, i.e., con-  formation integration. In A. Kakas and F. Sadri, editors,
cepts, while DLII and OIS allow to integrate-arity Computational Logic: Logic Programming and Beyond
items. volume 2408 ot ecture Notes in Computer Scienpages

. . . - 41-60. Springer, 2002.

Positive/negative mappingsMost approaches state positive _ , _
facts about mapping, e.g that two elements are equivdCalvaneset al, 2002 Diego Calvanese, Giuseppe De Gi-
lent. The DLII and C-OWL frameworks also allow to  &como, and Maurizio Lenzerini. A framework for ontol-
state that two elements do not map=£ v). ogy integration. In Isabel Cruz, Stefan Decker, Jerome

) , . Euzenat, and Deborah McGuinness, editditse Emerg-

Domain relations The approaches make different assump- ing Semantic Welpages 201-214. I0S Press, 2002.

tions about the nature of the domain. While C-OWL and ’

e-connections do not assume any relation between thE-ranconi and Tessaris, 200&. Franconi and S. Tessaris.
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