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Abstract. This paper proposes an instance-based learning approach for the ontology matching problem. This
approach is applicable to scenarios where instances of the ontologies to be matched are exchanged between sources.
An initial population of instances is used as a training set of a non-supervised algorithm that constructs mappings
between properties of classes from the ontologies. To demonstrate the e�ectiveness of our approach, we carried out
a set of experiments in which we varied the size of the training set for two di�erent ontologies. Our results showed
that our approach achieves low false positive rates for su�cient large datasets, although it is totally dependent on the
heterogeneity of the domains of properties.

Categories and Subject Descriptors: H.Information Systems [H.m. Miscellaneous]: Databases

General Terms: Semantic Web, Languages

Keywords: ontology matching, learning methods, semantic web

1. INTRODUCTION

The paradigm for publishing data on the Web has been changed from publishing isolated data to
publishing information that is linked to other resources and data [Bizer et al. 2009]. By doing this,
we share knowledge by publishing and accessing documents as part of a global information space.
This vision is called the Semantic Web, in which all data published has a structure and semantics are
described by ontologies [Berners-Lee et al. 2001; Breitman et al. 2006].

One of the challenges of the Semantic Web is to �nd semantic mappings among ontologies. By the
de-centralized nature of the Semantic Web, there is a considerable number of ontologies that describe
similar domains using di�erent terminologies. The problem of �nding a semantic correspondence
between elements characterizes the problem of ontology matching [Euzenat and Shvaiko 2010].

In this paper, we present a learning approach that analyzes instances of two ontologies in order
to perform the matching task. Our algorithm evaluates the creation of new instances based on an
example dataset composed of instances of two given ontologies. This is done by establishing mappings
that can be either temporary or de�nitive, based on similarity of classes properties and thresholds. As
long as new instances are created, the algorithm converges to de�nitive mappings. In our experiments,
we demonstrate the e�ectiveness of our approach by assessing the impact of varying the size of the
learning set in two di�erent ontology datasets. We show that for su�ciently large datasets the false
positive rates are low and that our method is more e�ective for matching properties with distinct
domains.

The rest of the paper is organized as follows. Section 2 provides a brief characterization of the
ontology matching problem. Section 3 describes our proposed approach and Section 4 our experimental
results. Section 5 addresses related work. Finally, Section 6 presents our conclusions and gives some
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directions for future work.

2. THE ONTOLOGY MATCHING PROBLEM

Ontologies have been used in several areas of computer science [Breitman et al. 2006]. Considering
the divergences among all areas that employ the concept of ontology, a wide range of de�nitions have
been proposed. Even though all of those de�nitions have divergences, they share certain common
concepts. In this paper, we used the de�nition provided in [Mcguinness and van Harmelen 2004]. It
states that ontologies should provide descriptions for the following elements: classes (�things�) in the
various domains of interest, relationships among classes and properties that classes contain.

Two di�erent ontologies may contain classes that share the same concept. Applications that require
an alignment between those classes need strategies to perform the ontology matching. This is a well-
known problem in the literature [Bernstein et al. 2000; Lenzerini 2002; Kalfoglou and Schorlemmer
2003; Bouquet et al. 2004; Euzenat and Shvaiko 2010]. An ontology matching solution �nds an
alignment A′ for a pair of ontologies O1 and O2 that makes references between classes and properties
of O1 and O2. Most of the time, an external agent must specify parameters such as metrics, thresholds
and external resources that are required by the matching solution.

Among all the types of ontology matching solution, an instance-based matching technique evaluates
instances of both ontologies using a given metric to �nd an alignment. In general, this kind of approach
is a sub-category of string-based techniques which classi�es our algorithm.

3. PROPOSED APPROACH

In this section, we present the algorithm that implements our instance-based learning approach for
ontology matching. Without loss of generalization, we focus on two given classes from each ontology.
As we shall see, our algorithm performs comparisons on instances for each pair of properties of these
classes.

Formally, let C1 and C2 be two classes from ontologies O1 and O2, respectively. Each class will be
represented by its set of properties P = {p1, · · · , pn}. We assume that every instance of a given class
has at least one value assigned to a property.

We, then, de�ne an operator φ that takes a class Ci and a property pj and returns a list of strings
Sij associated to the pair (i, j) for every instance:

φ : (Ci, pj) 7→ Sij .

Furthermore, in order to determine how similar two lists of strings are, we need a function m to
compare them. Therefore m has to be de�ned as:

m : (Sij , Skl) 7→ rijkl

rijkl ∈ R+.

Although m is key to the e�ectiveness and performance of our algorithm, we take it as an input
de�ned by the user.

Next, we de�ne a weighted complete bipartite graph G = (P1 + P2, E), where nodes represent
properties of unmatched classes. The weight between two properties pi ∈ P1 and pj ∈ P2 is de�ned
by:

w(pi, pj) = m(φ(Ci, pi), φ(Cj , pj))

in other words, the weight between two properties pi and pj is the distance given by the metric m,
between the set of strings associated to values of pi and pj in instances of classes Ci and Cj respectively.
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Algorithm 1: Machine learning algorithm for ontology matching

Input: Source and target ontologies O1 and O2 with sets of instances S1 and S2 associated to
properties P1 = {p11, · · · , p1n} and P2 = {p21, · · · , p2m}, respectively.

A metric m and a threshold θ.
Output: A set of mappings between properties of classes of ontologies O1 and O2.

1 M ← ∅, the set of de�nitive matching
2 T ← ∅, the set of temporary matching
3 foreach s ∈ S2 do

4 build a complete bipartite graph G = (P1 + P2, E)
5 compute weights w(pi, pj)← m(φ(Ci, pi), φ({s}, pj)), for all pi, pj ∈ G
6 while G is not empty do

7 take the edge (pi, pj) of highest weight w
′

8 if w′ ≥ θ then
9 M [pi]← pj
10 P1 ← P1 − {pi}
11 P2 ← P2 − {pj}
12 remove T [pi] if it exists

13 else

14 T [pi]← pj
15 end

16 remove the nodes pi and pj from G

17 end

18 insert s in S1 according to the maps M and T .

19 end

20 return M ∪ T

The cost of building the graph G for every (pi, pj) as stated above is high, since the φ function
takes all the instances available for both ontologies. For this reason, we adopt a learning approach
to reduce costs and provide a good match, since we apply a condition for which very high matching
thresholds can be chosen.

The idea behind our approach is to sequentially �insert� an instance from the target ontology into
the source ontology. By doing that, the computation of w is reduced and, if this value is higher than
a given threshold, the matching between two properties can be established and no longer computed
again.

The algorithm then performs, for each instance of the target ontology, the computation of w(pi, pj),
∀pi ∈ P1, pj ∈ P2. The list of all weights is sorted and then the largest value is taken. An edge (pi, pj)
represents a mapping (not necessarily de�nitive), and pi and pj can be removed from the graph. This
procedure continues until the last two nodes of the graph remain. If one of those chosen weights
are higher than a given threshold, the respective properties will not be part of future comparison
graphs. As long as new instances of O2 are inserted into O1, respecting temporary mappings, there is
a contribution to the increase of the value of w(pi, pj) for the ideal mapping (pi, pj). This continuously
tends to increase this weight to a value higher than a given threshold and then converges to a de�nitive
mapping. The complete technique is formalized in Algorithm 1.

As an example, let O1 be an ontology with a class C1 conceptualizing person. Let the properties
of this class be {p11 = name, p12 = age, p13 = city}. Now, let O2 be a target ontology with another
class C2 also conceptualizing person but with the following properties: {p21 = full_name, p22 =
native_language, p23 = registered_age, p24 = origin_city}.

Let S1 and S2, be sets of instances for the ontologies O1 and O2 as follows:
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Table I. Similarity according to m for instances of S1 and the �rst instance of S2

w(pi, pj) full_name native_language registered_age origin_city
name 0.72 0.67 0 0.60

age 0 0 0.91 0

city 0.64 0.55 0 0.81

S1(name, age, city) = {(Peter Lane, 23, Rio de Janeiro), (Brian Jones, 30, New York), (Mark Mills,
18, San Francisco)};

S2(full_name, native_language, registered_age, origin_city) = {(Barbara Webber, english, 19,
London), (Laurent Patel, french, 33, Paris)}.

For those sets, we have to apply the operator φ for each class in O1:

φ(C1, name) = {Peter Lane, Brian Jones, Mark Mills}

φ(C1, age) = {23, 30, 18}

φ(C1, city) = {Rio de Janeiro, New York, San Francisco}

The complete bipartite graph for the matching of the classes C1 and C2 as stated in line 4 of
Algorithm 1 is depicted in Fig 1.

Fig. 1. The complete bipartite graph G = (E1 + E2, V ) of properties of classes C1 and C2

Considering O2 as the target ontology, the �rst iteration of the algorithm takes the �rst instance
(Barbara Webber, english, 19, London) and calculates all values of w(pi, pj) in line 5 of the Algorithm
1. For example, the calculation of w(name, full_name) for the �rst instance of S2 is:

w(name, full_name) = m({Peter Lane,Brian Jones,MarkMills}, {BarbaraWebber})

Suppose that, for a given metric m ∈ [0, 1], we have the weight values in Table I. The edge with the
highest weight in the graph G is (age, registered_age) with value 0.91. If we set a threshold θ = 0.90,
we can establish a de�nitive mapping between the properties age and registered_age.

The edge with the second highest weight in the graph is (city, origin_city) with a value of 0.81.
This value is not higher than the θ, so the algorithm does not establish a de�nitive mapping, although
it will map city to origin_city and will insert this instance of S2 into S1 according to this mapping.
The learning algorithm lies on the idea that as long as new instances of S2 with property origin_city
are mapped to city in S1, the value of w(city, origin_city) tends to increase to a value higher than θ,
establishing a de�nitive mapping between these two properties.

If a mapping is set between two properties (pi, pj), neither pi nor pj is evaluated again in the current
algorithm iteration, regardless of the kind of the mapping. The iterations of the algorithm continues
to process until at least all the properties are fully mapped. Then the instance of S2 is inserted into
S1 according to the mappings.
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The algorithm ends when either de�nitive mappings are set to all the classes of at least one ontology
or all the instances of the target class is processed.

4. EXPERIMENTS

In our experiments, we evaluated the e�ectiveness of our method. We built four ontologies: two of
them conceptualizing books and the other ones conceptualizing movies. A total of 785 instances were
extracted from Google Books1 and over 10, 000 instances about movies were extracted from IMDB
database2.

For the book ontology, we de�ned only one class with the following properties: {Title, Year ,
Country , Language, Director}. Analogously, the movie ontology received just one class with the
following properties: {Title, Authors, Pages, Year}. Some of the instances may not have de�ned
values for some properties, but at least one property has an associated value. Although we could
have used existing ontologies for these experiments (e.g., The Bibliographic Ontology3 and The Movie
Ontology4), we de�ned our own ontologies to �t our datasets in order to perform faster experiments
to fairly evaluate the e�ectiveness of our algorithm.

We also created a general purpose ontology with only one class and general properties {p1, p2, p3, p4}
to play the role of the target ontology in the matching process. Part of the instances were randomly
inserted in this general purpose ontology so that we could run our algorithm and analyze its results.
We also explored the impact of the number of initial instances in the source ontology.

For all the experiments, we used the cosine distance as our similarity metric. The metric was de�ned
with n dimensions where n is the number of di�erent characters (case insensitive) presented in the
operands.

The diversity of the values in the instances can be veri�ed in Table II. The �rst column in both
tables indicate the number of instances in the source ontology. The values for the remaining columns
show the similarity of a group of randomly chosen instances and the source ontology instances. The
�rst line of Table II (left), for example, indicates the distance mean value of 100 instances to a set of
randomly chosen instances. As we can notice, in general, the similarity is proportional to the number
of instances in the source ontology.

# Title Year Pages Authors

100 0.9247 0.9007 0.6672 0.9701
200 0.9288 0.8862 0.6549 0.9685
300 0.9313 0.8790 0.6673 0.9679
400 0.9320 0.8923 0.6967 0.9662
500 0.9330 0.8852 0.7336 0.9706
600 0.9345 0.8688 0.7249 0.9718
700 0.9469 0.8503 0.7253 0.9723

# Title Year Country Language Director

1,000 0.9075 0.9426 0.9967 0.9998 0.8824
2,000 0.9064 0.9423 0.9969 0.9998 0.8835
3,000 0.9072 0.9424 0.9971 0.9998 0.8838
4,000 0.9080 0.9427 0.9967 0.9998 0.8830
5,000 0.9081 0.9426 0.9968 0.9998 0.8833
6,000 0.9879 0.9428 0.9969 0.9998 0.8836
7,000 0.9083 0.9429 0.9973 0.9998 0.8838
8,000 0.9085 0.9427 0.9970 0.9998 0.8837
9,000 0.9084 0.9428 0.9971 0.9998 0.8840
10,000 0.9086 0.9430 0.9974 0.9998 0.8841

Table II. Threshold impact on the number of instances in the book ontology (left) and movies ontology (right)

1http://books.google.com
2http://www.imdb.com
3http://bibliontology.com
4http://www.movieontology.org
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4.1 The book ontology

In this set of experiments we randomly chose groups of 100 instances to insert on the general target
ontology with a class with properties {p1, p2, p3, p4}. The correct mapping is Title → p1, Year → p2,
Pages → p3 e Authors → p4.

Table III shows the average rate of correct matchings achieved by the algorithm for four sets of 100
random instances presented in the target ontology. The number of instances in the source ontology
varies according to the �rst column of Table III. The values for Title and Authors are symmetric,
since their domains contain a high frequency of letters. Analogously, Year and Pages have the same
domain (natural numbers). By this symmetry, if a mapping is incorrect, its corresponding property
of same domain misses a mapping as well.

The results expose a limitation in our method. The domain of class properties of ontologies is
crucial to the e�ectiveness of the method. To be more e�ective, the domains must be as disparate
as possible. Otherwise, a false de�nitive mapping may occur early in the learning process implying a
high miss rate.

# Title Year Pages Authors

100 92.4% 82.4% 82.4% 92.4%

200 93% 98.6% 98.6% 93%
300 90.2% 98% 98% 90.2%
400 90% 97.8% 97.8% 90%

Table III. Correct mapping rate for di�erent numbers of instances in the source book ontology

Table IV shows de�nitive mappings occurred for each of the �ve groups of 100 instances for each
property. A line on the table, for example, in the property Title containing �(p1, 15)�, implies that
after processing the 15th instance of the target ontology, a de�nitive mapping between Title and p1
was established. After this de�nition, neither Title nor p1 was inserted into the graph G by the
Algorithm 1. The results presented in Table IV are in�uenced by the randomly chosen instances and
the number of instances in the source ontology.

# Title Year Pages Author

1 (p1, 15) / (p1, 15) (x, x) / (x, x) (p3, 98) / (p3, 98) (p4, 3) / (p4, 4)
2 (x, x) / (x, x) (x, x) / (x, x) (x, x) / (x, x) (x, x) / (x, x)
3 (p1, 55) / (p1, 55) (p2, 8) / (p2, 8) (p3, 44) / (x, x) (p4, 55) / (x, x)
4 (p1, 99) / (p1, 99) (x, x) / (x, x) (x, x) / (x, x) (x, x) / (x, x)
5 (x, x) / (x, x) (p2, 9) / (p2, 9) (p3, 45) / (x,x) (x, x) / (x,x)

Table IV. De�nitive mappings (pi, ni) / (pj , nj) for 300 and 400 instances, respectively. (p, n) indicates that the
property p was permanently aligned after analyzing the n-th instance. (x, x) indicates that no de�nitive alignment
occurred.

4.2 The movie ontology

The following set of experiments are the same applied for the book ontology. In this case, we used
the movie ontology described at the beginning of this section. Here, the general target ontology has
�ve properties, {p1, p2, p3, p4, p5}, that must be mapped as: Title → p1, Year → p2, Country → p3,
Language → p4 e Director → p5.

Table V shows the average rate of correct mappings achieved by the algorithm for all �ve sets of
1, 000 random instances presented in the target ontology. Due to the small dimension of the domains
and the small number of di�erent instances, the properties Year, Country and Language were easily
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matched. On the other hand, the properties Title and Director, that are more diverse, shared misses
symmetrically. These results reinforce the importance of heterogeneity of domains in the e�ectiveness
of our method.

# Title Year Country Language Director

1,000 54.27% 100% 100% 100% 54.27%

2,000 46.77% 100% 100% 100% 46.77%
3,000 75.92% 100% 99.5% 100% 75.92%

4,000 73.94% 100% 99.6% 100% 73.94%

5,000 74.02% 100% 100% 100% 74.06%

Table V. Correct mapping rate for di�erent numbers of instances in the source movie ontology

Table VI shows de�nitive mappings for each of the �ve groups of 1, 000 instances for every property.
The results, again, are in�uenced by the randomly chosen instances and the number of instances in
the source ontology. For movie instances, we can notice the impact on the domains of Title and
Director in a small number of instances in the source ontology. Incorrect de�nitive mappings were
calculated a�ecting negatively more than half of the matchings. Although these domains are similar,
a big number of instances in the source ontology provided better results.

# Title Year Country Language Director

1 (x, x) / (x, x) (p2, 36) / (p2, 36) (p3, 389) / (p3, 29) (p4, 3) / (p4, 4) (x, x) / (x, x)
2 (p5, 848) / (p1, 848) (p2, 79) / (p2, 79) (p3, 4) / (p3, 4) (p4, 4) / (p4, 4) (p1, 848) / (p5, 848)
3 (x, x) / (x, x) (p2, 60) / (p2, 334) (p3, 3) / (p3, 3) (p4, 4) / (p4, 3) (x, x) / (x, x)
4 (p1, 140) / (p1, 140) (x, x) / (x, x) (p3, 56) / (p3, 63) (p4, 4) / (p4, 4) (x, x) / (x, x)
5 (p1, 803) / (p1, 803) (p2, 2) / (p2, 2) (p3, 5) / (p3, 7) (p4, 4) / (p4, 4) (p5, 803) / (p5, 803)

Table VI. De�nitive mappings (pi, ni) / (pj , nj) for 4, 000 and 5, 000 instances, respectively. (p, n) indicates that the
property p was permanently aligned after analyzing the n-th instance. (x, x) indicates that no de�nitive alignment
occurred.

5. RELATED WORK

In this section, we brie�y address related work that proposes strategies for ontology matching. For
instance, [Euzenat and Shvaiko 2010] provide a good survey on the ontology matching problem.

[Doan et al. 2004] applied a machine learning approach for several groups of information. They used
a multi-strategy learning approach that might present high costs but achieved good results. [Parun-
dekar et al. 2010] explored the space of hypothesis supported by the existing equivalence statements
to create equivalence and subsumption relationships between classes of two di�erent ontologies. Al-
though interesting results were found, if there is a lack of logical statements de�ned in the ontologies,
this method may not be e�cient.

The approach presented by [Jain et al. 2011] was based on a combination of the use of external
resources and a proposed metric that exploit contextual information of the ontologies. Their method
presented good matching results. However, the cost of using external resources in comparisons with
the ontology sub-classes structures may invalidate its use in certain applications. The use of external
resources to improve semantic analysis is also proposed by [Bouquet et al. 2003]. The matching of
concept hierarchies is done in two steps: the building of semantic hierarchy models of concepts and
the comparison problem which is encoded in a satisfatibility problem. Although the complexity and
usage of resources are high, the main advantage of this method is that it performs fairly well when
less data is available.
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In general, the main contribution of our approach in comparison to state-of-the-art methods is that
we can easily adapt the alignment if a new instance of the target ontology is produced.

6. CONCLUSION

In this paper we proposed an instance-based learning approach for the problem of ontology match-
ing. Our algorithm takes as input two classes of ontologies, a metric and a threshold and outputs an
alignment for the classes. For assessing the e�ectiveness of our approach, we conduct a set of experi-
ments to evaluate the in�uence of the number of instances in the source ontology and the in�uence of
heterogeneity of domains. Our results showed that the algorithm proposed is intrinsically dependent
on these aspects.

As we can see from our results, the combination of a small number of instances in the source
ontology and properties with similar domains can lead to erroneous de�nitive mappings compromising
the complete matching process. On the other hand, if a combination of a su�cient number of instances
is provided, the algorithm presents high rates of correct mappings.

As future work, we want to explore language-based methods to improve our results but maintaining
its feasibility for general purpose applications. Using extrinsic methods such as the use of dictionaries,
lexicons and terminologies we can vary the results of w(pi, pj) enough to provide an extra semantic
analysis over the simple use of a single string-based metric. We also want to integrates metadata
analysis facilities such as data type property de�nitions, labels and domain constraints in order to
improve the matching process. Also, we want to study how combining metrics can improve our results,
especially, how a set of mappings for each metric can be managed to show better results.
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