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ABSTRACT
Entity matching (EM) finds data instances that refer to the same
real-world entity. In this paper we examine applying deep learn-
ing (DL) to EM, to understand DL’s benefits and limitations. We
review many DL solutions that have been developed for related
matching tasks in text processing (e.g., entity linking, textual en-
tailment, etc.). We categorize these solutions and define a space of
DL solutions for EM, as embodied by four solutions with varying
representational power: SIF, RNN, Attention, and Hybrid. Next, we
investigate the types of EM problems for which DL can be helpful.
We consider three such problem types, which match structured data
instances, textual instances, and dirty instances, respectively. We
empirically compare the above four DL solutions withMagellan,
a state-of-the-art learning-based EM solution. The results show
that DL does not outperform current solutions on structured EM,
but it can significantly outperform them on textual and dirty EM.
For practitioners, this suggests that they should seriously consider
using DL for textual and dirty EM problems. Finally, we analyze
DL’s performance and discuss future research directions.

1 INTRODUCTION
Entity matching (EM) finds data instances referring to the same
real-world entity, such as (Eric Smith, Johns Hopkins) and (E. Smith,
JHU). This problem is critical in data cleaning and integration. As a
result, it has received significant attention [9]. Tremendous progress
has been made. But no satisfactory solution has yet been found.

In the past few years, deep learning (DL) has become a major
direction in machine learning [28, 46, 62, 83]. DL yields state-of-
the-art results for tasks over data with some hidden structure, e.g.,
text, image, and speech. On such data, using labeled examples, DL
can automatically construct important features, thereby obviating
the need for manual feature engineering. This has transformed
fields such as image and speech processing, medical diagnosis,
autonomous driving, robotics, NLP, and many others [28, 46]. Re-
cently, DL has also gained the attention of the database research
community [17, 83].

A natural question then is whether deep learning can help entity
matching. Specifically, has DL been applied to EM and other related
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matching tasks? If so, what are those tasks, and what kinds of solu-
tions have been proposed? How do we categorize those solutions?
How would those DL solutions compare to existing (non-DL) EM
solutions? On what kinds of EM problems would they help? And
on what kinds of problems would they not? What are the opportu-
nities and challenges in applying DL to EM? As far as we know, no
published work has studied these questions in depth.

In this paper we study the above questions, with the goal of
understanding the benefits and limitations of DL when applied to
EM problems. Clearly, DL and EM can be studied in many different
settings. In this paper, as a first step, we consider the classic setting
in which we can automatically train DL and EM solutions on labeled
training data, then apply them to test data. This setting excludes
unsupervised EM approaches such as clustering, and approaches
that require substantial human effort such as crowdsourced EM or
EM using hand-crafted rules.
Defining a Space of DL Solutions: We begin by defining a space
of DL solutions for EM and related matching tasks. As far as we
can tell, only one work has proposed a DL solution called DeepER
for EM [18]. But numerous DL solutions have been proposed for
related matching tasks in the field of natural language processing
(NLP), such as entity linking, coreference resolution, textual entail-
ment, etc. [46]. We provide a categorization of these solutions that
factors out their commonalities. Building on this categorization,
we describe a DL architecture template for EM, and discuss the
trade-offs of the design choices in this template. We select four DL
solutions as “representative points” in the design space (formed by
the combination of the choices). These solutions include relatively
simple models such asDeepER, the existing DL solution for EM [18],
as well as DL solutions with significantly more representational
power. We refer to these four DL solutions as SIF, RNN, Attention,
and Hybrid (see Section 4).
Defining a Space of EM Problems: Next, we investigate for
which types of EM problems DL can be helpful. The most popular
type of EM problems has been matching structured data instances,
e.g., matching tupleswhere the attribute values are short and atomic,
such as name, title, age, city, etc. (see Figure 1.a) [9]. Thus, we
examine how DL performs on EM setups over such structured data.

In recent years, however, we have also seen an increasing demand
for matching textual data instances, such as matching descriptions
of products that correspond to long spans of text, matching com-
pany homepages with Wikipedia pages that describe companies,
matching organization descriptions in financial SEC filings, and
matching short blurbs describing Twitter users, among others (see
Figure 1.b). We suspect that traditional learning-based EM solutions
(e.g., those that use random forest, SVM, etc.) may have difficul-
ties matching textual instances, because there are few meaningful
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features that we can create (e.g., computing word-level Jaccard or
TF/IDF scores). On the other hand, we believe that DL can perform
well here, due to its ability to learn from raw text, and its current
successes in NLP task [12, 79, 88].

Understanding the advantages that DL has to offer for EM over
textual data instances raises an intriguing possibility. In our exten-
sive work on EM with many companies, we have seen many cases
where the instances to be matched are structured but dirty. Specif-
ically, the value for a particular attribute (e.g., brand) is missing
from the cell for that attribute, but appears in the cell for another
attribute (e.g., name), see for example tuple t1 in Figure 1.c. This
commonly arises due to inaccurate extraction of the attributes (e.g.,
extracting “leather red” as a value for attribute color, even though
“leather” is a value for attributematerials). Traditional EM solutions
do not work well for such cases. We suspect, however, that DL can
be a promising solution to such EM problems, because it can simply
ignore the “attribute boundaries” and treat the whole instance as
a piece of text, thus in a sense going back to the case of matching
textual instances.
Empirical Evaluation: To evaluate the above hypotheses, we
assemble a collection of datasets, which includes all publicly avail-
able datasets (with labeled data) for EM that we know of, as well as
several large datasets from companies. We create 11 EM tasks for
structured instances, 6 tasks for textual instances, and 6 tasks for
dirty instances, with the number of labeled instances ranging from
450 to 250K. We compare the four DL solutions described earlier
(SIF, RNN, Attention, and Hybrid) withMagellan, a state-of-the-art
open-source learning-based EM solution [41].

Our results show that DL solutions are competitive with Magel-
lan on structured instances (87.9% vs 88.8% average F1), but require
far longer training time (5.4h vs 1.5m on average). Thus, it is not
clear to what extent DL can help structured EM (compared to just
using today learning-based EM solutions). On the other hand, DL
significantly outperformsMagellan on textual EM, improving ac-
curacy by 3.0-22.0% F1. Our results also show that DL significantly
outperforms Magellan on dirty EM, improving accuracy by 6.2-
32.6% F1. Thus, DL proves highly promising for textual and dirty
EM, as it provides new automatic solutions that significantly out-
perform current best automatic solutions.

In addition to examining the accuracy of the various DL solutions
(compared to current learning-based EM solutions) as we vary the
type of EM tasks, we also examine how the different design choices
in the space of DL solutions lead to various trade-offs between the
accuracy and efficiency of these solutions. We further perform a
detailed experimental validation of all identified trade-offs.

Finally, we analyze why DL solutions work better than current
EM solutions, and why they do not yet reach 100% accuracy. We
discuss the challenges of applying DL to EM (e.g., the effect of
domain-specific semantics and training data on the performance
of DL solutions, the need for automating the exploration of the
accuracy and scalability trade-off for DL solutions for EM), as well
as future research directions.
Contributions: To summarize, in this paper we make the follow-
ing contributions:

• We provide a categorization of DL solutions for numerous
matching tasks, and define a design space for these solutions,

as embodied by four DL solutions SIF, RNN, Attention, and
Hybrid. To our knowledge, this is the first work that defines a
design space of DL solutions of varying complexity for learn-
ing distributed representations that capture the similarity
between data instances.

• We provide a categorization of EM problems into structured
EM, textual EM, and dirty EM. Structured EM has been stud-
ied extensively, but to our knowledge textual EM and dirty
EM, while pervasive, have received very little or no attention
in the database research community.

• Weprovide an extensive empirical evaluation that shows that
DL does not outperform current EM solutions on structured
EM, but it can significantly outperform them on textual and
dirty EM. For practitioners, this suggests that they should
consider using DL for textual and dirty EM problems.

• We provide an analysis of DL’s performance and a discussion
of opportunities for future research.

This project is conducted as a part of the larger Magellan project
at UW-Madison [41, 42], which builds Magellan, a novel kind of
EM system. Magellan provides support for the entire EM pipeline,
and is built as a set of interoperable packages in the Python data
science ecosystem (rather than as a single monolithic stand-alone
system, as is commonly done today).

Magellan has been successfully applied to a range of EM tasks in
domain sciences and at companies, and used in many data science
classes [42]. We have open-sourced the four DL solutions described
here as the deepmatcher Python package, as a part of the open-
source code forMagellan. The code and some data used here are
available at sites.google.com/site/anhaidgroup/projects/magellan.

2 PRELIMINARIES AND RELATEDWORK
2.1 Entity Matching
Problem Setting: We define an entity to be a distinct real-world
object (e.g., person, organization, etc.). We define an entity mention
to be a reference to a real-world entity, e.g., a data record in a
structured dataset or a span of text in a document.

Let D and D ′ be two collections of entity mentions. We assume
that entries in D and D ′ follow the same representation (e.g., the
same schema with attributes A1, . . . ,AN in the case of structured
data). The goal of entity matching (EM) is to find all pairs of entity
mentions between D and D ′ that refer to the same real-world en-
tity [9]. These pairs are calledmatches. Typically, EM is done in two
phases: blocking and matching. The goal of blocking is to filter the
cross product D × D ′ to a candidate set C that only includes pairs
of entity mentions judged likely to be matches. Typical blocking
mechanisms are assumed to have no false negatives. The candidate
set C often still contains pairs that correspond to non-matching
entity mentions. After blocking, a matcher is used to identify the
true matching entity mentions.

We focus on the matching step of EM. We assume as input two
collections D and D ′ and a candidate set C containing entity men-
tion pairs (e1 ∈ D, e2 ∈ D ′). We further assume access to a set T of
tuples {(ei1, e

i
2, l)}

|T |

i=1 where {(e
i
1, e

i
2)}

|T |

i=1 ⊆ C , and l is a label taking
values in {“match”, “no-match”}.



Name City Age
Dave Smith New York 18

Name City Age
David Smith New York 18

t1

t2

(a) structured

Description
Kingston 133x high-speed 4GB compact flash card ts4gcf133, 21.5 MB per 
sec data transfer rate, dual-channel support, multi-platform compatibility.

Description
Kingston ts4gcf133 4GB compactflash memory card (133x).

Name Brand Price
Adobe 

Acrobat 8
299.99t1

t2

(c) dirty

Name Brand Price
Acrobat 8 Adobe 299.99

t1

t2

(b) textual

Figure 1: Tuple pair examples for the three EM problem types considered in this paper.

Given the labeled data T our goal is to design a matcher M that
can accurately distinguish between “match” and “no-match” pairs
(e1, e2) inC .We focus onmachine learning (ML) based entity match-
ing, because they obtain state-of-the-art results in benchmark EM
datasets [24, 41, 43] and obviate the need for manually designing
accurate matching functions [5, 24, 41]. Specifically, we use T as
labeled training data to learn a matcher M that classifies pairs of
entity mentions in C as “match” or “no-match”.
Types of EM Problems: Recall that we want to know for which
types of EM problems DL can be helpful. Toward this goal we
consider the following three types:
(1) Structured EM: Entity mentions in D and D ′ are structured
records that follow the same schema with attributes A1, . . . ,AN .
We classify a dataset as structured when its entries are relatively
clean, i.e., attribute values are properly aligned and cells of each
record contain information that is associated only with the attribute
describing each cell (see Figure 1.a). Further, the data may contain
text-based attributes but of restricted length (e.g., product title,
address).
(2) Textual EM: All attributes for entity mentions in D and D ′

correspond to raw text entries (see Figure 1.b).
(3) Dirty EM: Entity mentions in D and D ′ are structured records
with the same schema A1, . . . ,AN . However, attribute values may
be “injected” under the wrong attribute (i.e., attribute values are
not associated with their appropriate attribute in the schema), see
Figure 1.c.

For the above three EM problem types, we will experimentally
compare state-of-the-art learning-based entity EM solutions that
use traditional classifiers (e.g., logistic regression, SVM, and deci-
sion trees [41]) with classifiers that use state-of-the-art DL models
(described in Section 4).
Related EMWork: EM has received much attention [9, 19, 24, 55,
63]. Most EM approaches in the database literaturematch structured
records [24], whereas most related works in NLP and similarity
learning match entity mentions that are text spans. We review prior
work on NLP tasks related to EM in Section 2.3.

Work on thematching step of EM typically uses rules, learning, or
crowdsourcing. Rule-based solutions [20, 67] are interpretable but
require the heavy involvement of a domain expert. To address this
problem, some work has focused on learning matching functions [5,
41, 68]. Finally, a different line of work develops methods to leverage
human experts [26, 72, 81] to guide EM and help refine the learned
matching functions.

The blocking step of EM has also received significant attention
[9, 58]. Our solutions in this paper assume as input the output
of a blocking procedure, and thus can work with any blocking
procedure that has been proposed.

DeepER, a recent pioneeringwork [18], also focuses on designing
DL solutions to EM. That work proposes two DL models that build
upon neural network (NN) architectures used extensively in the
NLP literature. Those two models correspond to instances of the
design space introduced in this paper and are similar to the two DL
models described in Sections 4.1 and 4.2. Our experimental analysis
(see Section 5) shows that more complex models tend to outperform
these simpler models. In addition, DeepER [18] discusses blocking
and how distributed representations can be used to design efficient
blocking mechanisms. Blocking is out of the scope of our paper.

Both DeepER and our work here formulate EM as a pairwise
binary classification task using logistic loss. But there are other
ways to formulate the same problem. For example, triplet learning
[34] first learns good embeddings for objects using triplet loss,
and then learns an NN classifier. The work in [56] attacks the
problem by learning good entity embeddings in vector space using
contrastive loss. A distance threshold or an NN classifier is used for
classification. Yet another potential approach (used in the Question-
Answering (QA) domain) poses matching as a nearest neighbor
search problem [86] and can be adapted for EM. Finally, Matching
Networks [80], an approach to perform image classification using
labels of related images, may also be adapted for EM.

2.2 Deep Learning
We now review the basic DL concepts that are necessary to describe
the DL-based matchers described in Section 4.
Neural Networks (NNs): The most basic model in deep learning
corresponds to a fully connected layer. This layer takes as input a
vector x, performs an affine transformation of the inputwx+b, and
applies a non-linear activation function, e.g., a sigmoid function (σ )
to produce the final output σ (wx + b). Multi-layer NNs are simply
a generalization of this basic idea where NN layers are stacked in
sequence. For details we refer the reader to recent surveys [28, 62].
Recurrent Neural Networks (RNNs): A model that we build
upon is RNNs [75], which have delivered state-of-the-art results in
many NLP tasks, including speech recognition [3, 30, 32], transla-
tion [50], and information extraction [53, 85]. RNNs are designed to
process data that is sequential in nature, especially when the input
sequences have variable length. Given a sequence of m vectors
as input, an RNN processes one vector at a time, and produces a
sequence ofm vectors as output. At time step t an RNN processes
the t th input xt to produce the t th output yt , considering all the
previous inputs it has seen so far. This is done by using a recurrent
unit, which is an NN that is shared between all time steps. The
recurrent unit contains a hidden state vector which is updated at
every time step. At time step t , the recurrent unit takes the t th input
to the RNN xt and the hidden state output of the previous time step
ht−1 to produce the hidden state output of the current time step



ht . Hence, the hidden state vector of the t th time step ht contains
information from inputs x1, · · · , xt . The output of an RNN for each
time step yt is the hidden state output at each time step ht . In many
cases the last output of the RNN ym is used to encode the input
sequence into a fixed-length vector representation. In the rest of
this paper we refer to this representation as a summarization.
Attention: Traditional RNNs compress the information contained
in the input sequence to a fixed-length vector representation. Dur-
ing this process they consider all parts of the input sequence to be
equally important. This representation technique can make it diffi-
cult for RNNs to learn meaningful representations (summarizations)
from long (and possibly noisy) input sequences. Recent work [8, 76]
has introduced attention mechanisms to overcome this limitation.
An attention model is a method that takes n arguments y1, ...,yn
and a context c . It returns a vector z which is supposed to be the
“summary” of the yi , focusing on information linked to the context
c . Combining attention mechanisms with RNNs allows the latter
to “attend” to different parts of the input sequence at each step of
the output generation. Importantly, attention mechanisms let the
model learn what to attend to based on the input sentence.
Word Embeddings: Word embeddings are the de-facto standard
in language modeling and feature learning in NLP [51]. A word
embedding maps words or phrases from a vocabulary to vectors
of real numbers [4]. Methods to generate these mappings include
neural networks [52], dimensionality reduction techniques such
as PCA [45] on the word co-occurrence matrix and other proba-
bilistic techniques [25]. Word embeddings, many times pre-trained
ones [36, 60], are combined with RNNs or other neural networks
to boost the performance of NLP tasks [69, 70].

2.3 DL Solutions for Matching Tasks in NLP
We now briefly review DL solutions for matching related tasks in
NLP (e.g., entity linking, coreference resolution, etc.), then provide
a categorization that factors out their commonalities.
Entity Linking: Entity linking aims at linking entity mentions
in an input document (usually a small piece of text) to a canonical
entity in a knowledge base [66]. For example, given the text span
“Apple announced the new generation iPhone” from a document
and access to DBpedia, one needs to link entity mention “Apple”
to entity “Apple Inc.” in DBpedia. The key difference between en-
tity linking and EM is that in entity linking the target knowledge
base contains additional information such as the relationships be-
tween entities. Most entity linking solutions use this information to
collectively reason about multiple entities during linking [24]. DL
approaches to entity linking are no exception. For example, recent
DL work [21, 74] proposed the use of hierarchical word embeddings
to obtain representations that capture entity cooccurrences, Ganea
et al. [22] extended attention mechanisms to consider not only the
input text span but also surrounding context windows, and Huang
et al. [35] rely on the knowledge base structure and develop a deep,
semantic entity similarity model using feed-forward NNs.
Coreference Resolution: Coreference resolution takes as input
a document (or collection of documents) and aims to identify and
group text spans that refer to the same real-world entity [37]. For
example, both “N.Y.” and “Big Apple” refer to “New York” in an

article introducing the city. While related to EM, coreference reso-
lution is significantly different as it operates on entity mentions that
correspond to (typically short) text spans that commonly appear in
the same document, and thus share similar context. As with most
NLP tasks, recent work has proposed DL solutions to coreference
resolution. For example, Clark et al. [10] used word embeddings
to encode and rank pairs of entity mentions and use a deep neural
network to identify clusters of entity mentions that correspond to
the same entity, and Wiseman et al. [84] proposed using an RNN
to obtain a global representation of entity clusters.
Textual Entailment & Semantic Text Similarity: Textual en-
tailment [14] determines when the meaning of a text excerpt is
contained in the meaning of a second piece of text, i.e., if the two
meanings are semantically independent, contradictory or in an
entailment relationship where one sentence (called the premise)
can induce the meaning of the other one (called the hypothesis).
For example, the sentence “a cat is chasing a mouse” entails an-
other sentence “a cat is moving”, contradicts with “a cat is sleeping”,
while is neutral with “Tom saw a cat with yellow eyes”. A similar
task is semantic text similarity, which decides if two given text
snippets are semantically similar. Many DL solutions have been
proposed for these problems. For example, recent work [7, 49] pro-
posed using Bi-LSTMs—a state-of-the-art RNN—with attention to
learn representation vectors for sentence pairs. A different line of
work [59, 65] suggested that using only attention mechanisms with
simple feed-forward NNs suffice to summarize pairs of sentences,
thus avoiding learning complicated representations such as those
obtained by RNNs. Neculoiu et al. [56] proposes using Bi-LSTMs
with a siamese architecture trained using a contrastive loss function.
This is so that matching sentences would be nearby in vector space.
More recently, Nicosia et al. [57] builds upon this architecture and
proposes training the network by also jointly minimizing a logis-
tic loss apart from the contrastive loss to improve classification
accuracy.
Question Answering: In question answering (QA) [31], the task
is to answer natural language questions, using either existing text
passages or a given knowledge base. Here DL solutions include [27,
78, 87]. Golub et al. [27] build upon RNNs to learn representations
that summarize questions and entities. To deal with rare words,
[87] adopt a character-level NN to generate the word embeddings.
Categorization of the DL Solutions: While DL models (i.e., so-
lutions) for NLP seems highly specialized at first glance, they do in
fact share several commonalities. All models that we have discussed
so far take as input a pair of sequences, learn a vectorized repre-
sentation of the input sequence pair, then perform a comparison
between the two sequences. All of these models can be classified
along three dimensions: (1) the language representation used to en-
code the input sequences (e.g., use a pre-trained word or character
embedding or learn one from scratch), (2) the kind of network used
to summarize the input, i.e., learn a vector representation of the
input sequence pair (e.g., use an RNN or an attention-only mech-
anism or a combination of the two), and (3) the method used to
compare the two input sequences (e.g., a neural network).
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Figure 2: Our architecture template for DL solutions for EM.

3 A DESIGN SPACE OF DL SOLUTIONS
Building on the above categorization of the DL solutions for match-
ing tasks in NLP, we now describe an architecture template for DL
solutions for EM. This template consists of three main modules,
and for each module we provide a set of choices. The combinations
of these choices form a design space of possible DL solutions for
EM. The next section selects four DL solutions for EM (SIF, RNN,
Attention, and Hybrid) as “representative points” in this design
space. Section 5 then evaluates these four DL solutions, as well as
the trade-offs introduced by the different design choices.

3.1 Architecture Template & Design Space
Figure 2 shows our architecture template for DL solutions for EM.
This template is for the matching phase of EM only (the focus of
this paper). It uses the categorization of DL models for matching
related tasks discussed in Section 2.3, and is built around the same
categorization dimensions: (1) the language representation, (2) the
summarization technique, and (3) the comparison method used
to analyze an input pair of sequences. The template consists of
three main modules each of which is associated with one of these
dimensions.

Before discussing themodules, we discuss assumptions regarding
the input. We assume that each input point corresponds to a pair
of entity mentions (e1, e2), which follow the same schema with
attributes A1, . . . ,AN . Textual data can be represented using a
schema with a single attribute. We further assume that the value of
attribute Aj for each entity mention e corresponds to a sequence of
words we, j . We allow the length of these sequences to be different
across different entity mentions. Given this setup, each input point
corresponds to a vector of N entries (one for each attribute Aj ∈

{A1, . . . ,AN }) where each entry j corresponds to a pair of word
sequences we1, j and we2, j .
The Attribute Embedding Module: For all attributes Aj ∈

A1 · · ·AN , this module takes sequences of words we1, j and we2, j
and converts them to two sequences of word embedding vectors

ue1, j and ue2, j whose elements correspond to d-dimensional em-
beddings of the corresponding words. More precisely, if for e1, word
sequence we1, j containsm elements then we have ue1, j ∈ Rd×m .
The same holds for e2. The overall output of the attribute embed-
ding module of our template is a pair of embeddings ue1, j and ue2, j
for the values of attribute Aj for entity mentions e1 and e2. We
denote the final output of this module as {(ue1, j , ue2, j )}Nj=1.
TheAttribute Similarity RepresentationModule: The goal of
this module is to automatically learn a representation that captures
the similarity of two entity mentions given as input. This module
takes as input the attribute value embeddings {(ue1, j , ue2, j )}Nj=1 and
encodes this input to a representation that captures the attribute
value similarities of e1 and e2. For each attribute Aj and pair of
attribute embeddings (ue1, j , ue2, j ) the operations performed by
this module are split into two major parts:

(1) Attribute summarization. This module takes as input the two
sequences (ue1, j , ue2, j ) and applies an operation H that summa-
rizes the information in the input sequences. More precisely, let
sequences ue1, j and ue2, j containm and k elements respectively.
An h dimensional summarization modelH takes as input sequences
ue1, j ∈ R

d×m and ue2, j ∈ Rd×k and outputs two summary vectors
se1, j ∈ R

h and se2, j ∈ R
h . The role of attribute summarization is

to aggregate information across all tokens in the attribute value
sequence of an entity mention. This summarization process may
consider the pair of sequences (ue1, j , ue2, j ) jointly to perform more
sophisticated operations such as soft alignment [2].

(2) Attribute comparison. This part takes as input the summary
vectors se1, j ∈ Rh and se2, j ∈ Rh and applies a comparison function
D over those summaries to obtain the final similarity representation
of the attribute values for e1 and e2. We denote that similarity
representation by sj ∈ Rl with sj = D(se1, j , se2, j ).

The output of the similarity representation module is a collec-
tion of similarity representation vectors {s1, . . . , sN }, one for each
attribute A1, . . . ,AN . There are various design choices for the two
parts of this module. We discuss those in detail in Section 3.3.
The Classifier Module: This module takes as input the similar-
ity representations {s1, . . . , sN } and uses those as features for a
classifierM that determines if the input entity mentions e1 and e2
refer to the same real-world entity.
A Design Space of DL Solutions for EM: Our architecture tem-
plate provides a set of choices for each of the above three modules.
Figure 3 describes these choices (under “Options” on the right side
of the figure). Note that we provide only one choice for the classifier
module, namely a multi-layer NN, because this is the most common
choice today in DL models for classification. For other modules we
provide multiple choices. In what follows we discuss the choices for
attribute embedding, summarization, and comparison. The number-
ing of the choices that we will discuss correspond to the numbering
used in Figure 3.

3.2 Attribute Embedding Choices
Possible embedding choices for this module can be characterized
along two axes: (1) the granularity of the embedding and (2) whether
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Figure 3: The design space of DL solutions for EM.

a pre-trained embedding is used or a domain specific embedding is
learned. We now discuss these two axes.
(1) Word-level vs. (2) Character-level Embeddings: Given a
sequence of words, a word-level embedding encodes each word in
the sequence as a fixed d-dimensional vector. Procedurally, word
level embeddings use a lookup table to convert a word into an
embedding [52, 60]. To learn this lookup table word embeddings
are trained either on large external corpora, such as Wikipedia,
or on the corpus of the task in hand. An important design choice
for word-level embeddings is handling out-of-vocabulary (OOV)
tokens at test time [16]. A common approach is to replace infrequent
words with a special token UNK, and use this to model OOV words.

Another option is that of character-level embeddings. This type
of embedding takes as input the characters present in aword and use
a neural network to produce a d-dimensional vector representation
for the word. Unlike world-level embeddings where the end result of
training is a lookup table, the end result here is a trained model that
can produce word embeddings for any word containing characters
in its known character vocabulary [6, 39]. The core idea behind
these models is that words are made of morphemes, or meaningful
sequences of characters, of varying lengths. For example, the word
“kindness” is made of two morphemes, “kind” and “ness”.

Character-level embeddings can offer significant performance
improvements in domains with infrequent words (see Section 5.4)
as they take into account the fact that many words can be morpho-
logically related (e.g., “available”, “availability” and “unavailable”).
Character-level embeddings are more robust to out-of-vocabulary
(OOV) words—OOV words may occur due to misspellings—as they
leverage possible substrings of the word to approximate its embed-
ding. This leads to better performance in scenarios such as entity
matching where long-tail vocabularies are common and typograph-
ical errors are widespread (see Section 5.4).
(3) Pre-trained vs. (4) Learned Embeddings: A different choice
in our template is to decide between using pre-trained word em-
beddings, such as word-level embeddings (e.g., word2vec [52] and
GloVe [60]) or character-level embeddings (e.g., fastText [6]), or
train embeddings from scratch. Pre-trained embeddings offer two
distinctive advantages: (1) they lead to significantly smaller end-
to-end training times, and (2) they have been trained over large
corpora, such as Wikipedia, GoogleNews, and Gigaword, and thus,
are more robust to linguistic variations. Pre-trained embeddings
may not be suitable for domains where the vocabulary contains
tokens with highly specialized semantics (e.g., product barcodes
for retail applications). In this case, training a domain-specific em-
bedding can offer improved performance (see Section 5.4).

3.3 Attribute Summarization Choices
Recall that the role of attribute summarization is to aggregate in-
formation across all tokens in the attribute value sequence of an
entity mention. Given the attribute embeddings ue1, j ∈ Rd×m and
ue2, j ∈ R

d×k for attribute Aj , a summarization process H outputs
two summary vectors se1, j ∈ Rh and se2, j ∈ R

h . We identify four
major options for attribute summarization.
(1) Aggregate Function: The summarization process H corre-
sponds to a simple aggregate function over each embedding se-
quence ue1, j and ue2, j , e.g., average or weighted average. More
precisely, function H : Rd×· → Rd is applied to each input inde-
pendently and produces a d-dimensional summarization. Here, the
output dimension h is equal to d . The biggest advantage of this
type of summarization is training efficiency since there is usually no
learning involved. However, models that rely on this kind of sum-
marization cannot learn complex interactions between words in the
input sequence. The performance of this summarization method
depends strongly on the quality of the embedding vectors [1].
(2) Sequence-aware Summarization: Here the summarization
process H aims to learn complex interactions across the tokens
in the input sequences ue1, j and ue2, j . Specifically, function H :
Rd×· → Rh is applied to each input and produces a h-dimensional
summarization. To this end, process H can be built around an RNN
(see Section 2) so that it takes into account the order and the seman-
tics of the tokens in the input sequence. There are many variations
of RNN models [46], including long short-term memory (LSTM)
networks [33], gated recurrent unit (GRU) [8] networks, and bi-
directional networks [29, 49]. Given an RNN we implement process
H as follows. We pass an input sequence ue, j through the RNN to
obtain a sequence he, j of hidden states. These hidden states are
then aggregated into a single h-dimensional vector se, j . Typical
operations for this aggregation correspond to taking the last hidden
state of the RNN to be se, j or taking an average across all hidden
states se, j [75]. The basic advantage of this summarization method
allows us to reason about the context encoded in the entire input se-
quence. The limitations of this method are that (1) it does not learn
meaningful representations in the presence of very long sequences
(see Section 2), and (2) it does not analyze the inputs pairs ue1, j
and ue2, j jointly to identify common contexts across sequences.
The latter can lead to significant performance loss when the input
sequences vary significantly in length [7].
(3) Sequence Alignment: Here, process H takes as input both
sequences ue1, j and ue2, j and uses one as context when summariz-
ing the other. To this end, process H can be built around attention
mechanisms (see Section 2) that first learn to compute a soft align-
ment between two given sequences of words and then perform
a word by word comparison [23]. Attention mechanisms are also
very expressive [79] and have a significant drawback: they only
leverage the context given to them as input and ignore any context
present in the raw input sequence. For example, given a sequence,
attention-based summarization cannot take the position of input
tokens into account. As such, attention methods can perform poorly
in scenarios where the most informative token for matching two
entity mentions is the first one. This problem can be addressed by
combining them with sequence-based summarization methods.



(4) Hybrid: These attribute summarization methods are a com-
bination of the sequence-aware and sequence alignment methods
described above (see Section 4). Using these methods leads to very
expressive models that are expensive to train. Section 5 empirically
shows that DL models for EM that use hybrid attribute summariza-
tion methods can be up to 3× slower to train than other DL models.
However, hybrid methods obtain more accurate results—up to 4.5%
F1—than other methods.

3.4 Attribute Comparison Choices
Recall that attribute comparison identifies the distance between
the summary vectors se1, j ∈ Rh and se2, j ∈ Rh for attribute Aj .
We use D to denote this comparison operation. We assume that the
output of this operation is a fixed-dimension vector sj ∈ Rl . We
identify two main options for the comparison operation D: (1) fixed
and (2) learnable distance functions.
(1) Fixed Distance Functions: The first option is to use a pre-
defined distance metric such as the cosine or Euclidean distance.
Here, the output is a scalar capturing how similar the values of the
two input entity mentions are for the attribute under consideration.
Using fixed distance functions leads to lower training times but
enforces strong priors over the similarity of attribute values.
(2) Learnable Distance Functions: To allow for more expres-
sivity we can rely on the classification module of our template to
learn a similarity function. In this case, the output vector sj ∈ Rl
of function D forms the input (features) to the matching classifier.
Different operations such as concatenation, element-wise absolute
difference, element-wise multiplication or hybrids of these are vi-
able options for D. We experimentally evaluate different operations
in Section 5. We find that using element-wise comparison to obtain
the input for the matching classifier is beneficial if an aggregate
function or sequence-aware summarization method was used for
attribute summarization. This is because these two methods do not
perform any cross sequence comparison during summarization.

4 REPRESENTATIVE DL SOLUTIONS FOR EM
The previous section describes a space of DL solutions for EM. We
now select four DL solutions as “representative points” in this space.
These solutions correspond to DL models of varying representa-
tional power and complexity—the more complex a model, the more
parameters it has, thus learning requires more resources.

All four solutions use fastText [6]—a pre-trained character-level
embedding—to implement the attribute embedding module of our
architecture template. (Section 5.4 provides a detailed evaluation of
the other design choices for this module.) Further, all four solutions
use a two layer fully-connected ReLU HighwayNet [71] followed by
a softmax layer to implement the classifier module. HighwayNets
were used since they sped up convergence and produced better em-
pirical results than traditional fully connected networks across EM
tasks, especially in the case of small datasets. The four solutions use
different choices for the attribute summarization process, however.
They are named SIF, RNN, Attention, andHybrid, respectively, after
the choice for the attribute summarization part of the similarity
representation module of our architecture.

4.1 SIF: An Aggregate Function Model
We first consider a model (i.e., a DL solution, we use “model” and
“solution” interchangeably) that uses an aggregate function, specifi-
cally aweighted average for attribute summarization and an element-
wise absolute difference comparison operation to form the input to
the classifier module. Specifically, the weights used to compute the
average over the word embeddings for an input sequence are as
follows: given a wordw the corresponding embedding is weighted
by a weight f (w) = a/(a + p(w)) where a is a hyperparameter and
p(w) the normalized unigram frequency ofw in the input corpus.

This model was chosen since it is a simple but effective baseline
deep learning model. Its performance relies mostly on the expres-
sive power of the attribute embedding and the classifier used. The
weighting scheme used during averaging follows the Smooth In-
verse Frequency (SIF) sentence embedding model introduced by
Arora et al. [1]. This model was shown to perform comparably
to complex—and much harder to train—models for text similarity,
sentence entailment and other NLP tasks. This model is similar
to the Tuple2vec-Averaging model by Ebraheem et al. [18], but is
more expressive since it takes word frequencies into account.

4.2 RNN: A Sequence-aware Model
This second model uses a bidirectional RNN (i.e., a sequence-aware
method) for attribute summarization and an element-wise absolute
difference comparison operation to form the input to the classifier
module. This is a medium-complexity model that takes the order
of words in the input sequence into account. This model was se-
lected since it is one of the most commonly used DL approaches for
computing distributed representations of text snippets. The RNN
model we use corresponds to a bidirectional GRU-based RNNmodel
introduced by Cho et al. [8] for machine translation. Bidirectional
RNNs are the de-facto deep learning model for NLP tasks [51].

We now provide a high-level description of the model. The model
consists of two RNNs: the forward RNN that processes the input
word embedding sequence u in its regular order (from element
entry u[1] to entry u[t]) and produces hidden states f1:t and the
backwards network that processes the input sequence in reverse or-
der to produce hidden states bt :1. The final attribute summarization
representation corresponds to the concatenation of the last two
outputs of the bidirectional RNN, i.e., to the concatenation of ft and
b1. In our experiments, we did not use multi-layered RNNs since we
did not notice compelling performance gains with them (see Section
5.5 under “Performance of DL Model Variations”). This method is
similar to the Tuple2Vec-Compositional DL method introduced by
Ebraheem et al. [18].

4.3 Attention: A Sequence Alignment Model
This model uses decomposable attention to implement attribute
summarization and vector concatenation to perform attribute com-
parison. This is a medium-complexity model that analyzes both
input sequences jointly while learning a similarity representation.
The attention model we use is a variation of a model introduced by
Parikh et al. [59] for text entailment. This model was selected since
it has been shown to achieve results close to the state of the art on
NLP tasks related to EM [59]. Intuitively it performs soft alignment
and pairwise token comparison across the two input sequences.
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Figure 5: The Hybrid attribute summarization module.

Figure 4 summarizes the working of Attention. Let u1 and u2 be
two embedding sequences whose summarized representations we
want to compute. To compute the summarized representation for
u1 we give u1 as primary input and u2 as context to the attention
model. We proceed in three steps:
(1) Soft Alignment: For each element u1[k] in the primary input
u1 we compute a soft-aligned encoding of u1[k]—denoted by b1[k]—
using all elements in the context sequence u2. To do so we first
compute a soft alignment matrix W across all pairs of tokens for u1
and u2. Each row inW corresponds to an entry in u1 and each col-
umn to an entry in u2. Each entry of this matrix is a weight for a pair
of elements (u1[k],u2[m]). This weight corresponds to a log-linear
transformation of the dot product over the hidden representations
of u1[k] and u2[m] obtained by a two layer HighwayNet (see Ap-
pendix A). We compute the encoding b1[k] for each u1[k] ∈ u1 by
taking a weighted average over all elements u2[m] ∈ u2 with the
weights being the entries of the k-th row ofW.
(2) Comparison: We compare each embedding u1[k] ∈ u1 with
its soft-aligned encoding b1[k] using a two layer HighwayNet with

ReLU non-linearities. We denote as x1[k] the comparison represen-
tation for each u1[k] ∈ u1.
(3) Aggregation: Here, we sum the comparison representation of
all elements in u1 and normalize the output by dividing with

√
|u1 |.

This extension over the original model ensures that the variance of
the final attribute summarization does not change as a function of
the number of words in the attribute. This ensures that the gradient
magnitude of the parameters in the comparison module do not depend
on the length of the attribute and thus promotes robustness.

These steps are repeated for u2 as primary input and u1 as context.

4.4 Hybrid: Sequence-aware with Attention
This model uses a bidirectional RNN with decomposable attention
to implement attribute summarization and a vector concatenation
augmented with element-wise absolute difference during attribute
comparison to form the input to the classifier module. This is the
model with the highest representational power we consider in
this paper. To our knowledge we are the first to consider such a
model for entity matching. Our model is inspired by other hybrid
models proposed in the NLP literature [82, 88]. However, those
models either build upon convolutional neural networks [82] or
use different attention mechanisms [88].

We now describe the internals of this model. Again, let u1 and u2
be two embedding sequences whose summarized representations
wewant to compute. Our hybrid model follows steps that are similar
to those of the Attention model of Section 4.3. But in contrast to
Attention, it also utilizes sequence-aware encodings of u1 and u2
obtained by a Bi-RNN. Figure 5 provides an overview. We have:
(1) Soft Alignment: First, Hybrid constructs a soft alignment
matrix W between the primary input sequence u1 and the context
sequence u2. The construction is the same as that described in Sec-
tion 4.3. Then,Hybrid obtains a soft-aligned encodingb1[k] for each
element u1[k] ∈ u1. In contrast to Attention b1[k] is constructed
by taking a weighted average over an encoding of u2. The weights
are obtained by the soft-alignment matrix. The encoding of u2 is
obtained by passing u2 through a Bi-RNN and concatenating all
the hidden states of the Bi-RNN. Let RNN1 denote this RNN. This
process generates a vector b1 of soft-aligned encodings.
(2) Comparison: To obtain the comparison between b1 and the
primary input u1 we: (i) obtain an encoding of u1—denoted by u′1
by passing it via the same RNN1, and concatenating all of its hidden
states; (ii) perform an element-wise comparison between u′1 and b1.
Similar to Attention we use a two layer HighwayNet with ReLU to
perform this element-wise comparison. Let x1[k] be the comparison
representation for each u1[k] ∈ u1.
(3) Aggregation: Finally, Hybrid aggregates the elements of
the comparison vector x1 produced by the previous step using
a weighted average scheme. The weight for each element x1[k] is
obtained as follows: (i) we first obtain an encoding of u2—denoted
д2—by using a Bi-RNN (RNN2) and taking its last hidden state to
be the encoding of u2; (ii) we compute a weight for each element
x1[k] ∈ x1 by concatenating x1[k] with д2 and passing it via a two
layer ReLU HighwayNet followed by a soft-max layer. Intuitively,
this corresponds to a simple attention mechanism that identifies the



Table 1: Comparison of Magellan (a current ML-based solu-
tion) vs. the best-performing DL solution.

Problem
Type

Average F1
Average Train 

Time
DL Magellan ΔF1 DL Magellan

Structured 87.9 88.8 -0.9 5.4h 1.5m
Textual 88.0 83.4 4.6 4.4h 6s

Textual w/o 
info. attr. 88.3 78.7 9.6 4.0h 5.5s

Dirty 87.9 68.5 19.4 0.7h 1.5m

importance of each element x1[k] given u2 as context; (iii) we take
a weighted average over all elements of x1 using these weights.
The same steps are repeated for u2 as primary input and u1 as
context. Steps 1-2 in this model are different from typical hybrid ar-
chitectures such as [82, 88]. The modifications make the alignment
computation between the input word embedding sequences to not
rely on the RNN encoding of the input. This enables the model
to converge faster since the alignment network can receive useful
gradients right from the start of training when the RNN weights
are random.

5 EMPIRICAL EVALUATION
Goals and Takeaways: Our first goal is to understand where DL
outperforms current EM solutions. Toward this goal, we experimen-
tally compare the four DL models from Section 4 (i.e., SIF, RNN,
Attention, and Hybrid) withMagellan, a state-of-the-art learning-
based EM solution [41]. We used 23 EM tasks that cover three types
of EM problems: structured, textual, and dirty.

The main takeaways are as follows. (1) On structured EM tasks,
DL solutions are competitive with Magellan but takes far more
training time. Thus, it is not yet clear to what extent DL can help
structured EM (see Table 1). (2) On textual EM tasks (i.e., instances
having a few attributes all of which are textual blobs), DL outper-
formsMagellan. The gain may not be large if there are “informative”
attributes (e.g., titles full of discriminative information), otherwise
it can be significant. (3) On dirty EM tasks, DL significantly outper-
formsMagellan. Thus, we find that in the absence of labor-intensive
data extraction/cleaning DL is highly promising, outperforming
current automatic EM solutions for textual and dirty data.

Our second goal is to understand the impact of performance
factors, such as model complexity (e.g., do we need complex DL
models?) and amount of labeled data. The main takeaways are as
follows. (1) When a limited amount of training data is available,
models that use soft alignment (see Section 3.3) during attribute
summarization should be preferred as they yield up to 23% higher
F1 over simpler DL models (see Section 5.4.2). (2) When a lot of
training data is available, the accuracy difference between complex
and simpler DL models is smaller. Thus, one can use simpler DL
models that are faster to train (see Section 5.4).
Datasets: We use datasets from a diverse array of domains and
different sizes (see Table 2). Dataset details are deferred to Appendix
B. For structured EM, we use 11 datasets. The first seven datasets
are publicly available and have been used for EM (e.g., [15, 43]).
The last four datasets (Clothing1, etc.) describe products in various
categories and come from a major retailer. Column “Size” lists the
number of labeled examples for each dataset. Each example has
two tuples to be matched. The tuples are structured, i.e., attribute

Table 2: Datasets for our experiments.
Type Dataset Domain Size # Pos. # Attr. 

!
!
!
!
!
!
!
! 
Structured!

BeerAdvo-RateBeer! beer! 450! 68! 4!
iTunes-Amazon1! music! 539! 132! 8!
Fodors-Zagats ! restaurant! 946! 110! 6!
DBLP-ACM1! citation! 12,363! 2,220! 4!
DBLP-Scholar1! citation! 28,707! 5,347! 4!
Amazon-Google! software! 11,460! 1,167! 3!
Walmart-Amazon1! electronics! 10,242! 962! 5!
Clothing1! clothing! 247,627! 105,608! 28!
Electronics1! electronics! 249,904! 98,401! 28!
Home1! home! 249,513! 111,714! 28!
Tools1! tools! 249,317! 96,836! 28!

    
!

Dirty 
!

iTunes-Amazon2! music! 539! 132! 8!
DBLP-ACM2! citation! 12,363! 2,220! 4!
DBLP-Scholar2! citation! 28,707! 5,347! 4!
Walmart-Amazon2! electronics! 10,242! 962! 5!
Home3! home! 249,513! 111,714! 28!
Tools3! tools! 249,317! 96,836! 28!

 
 

 
Textual!

Abt-Buy! product! 9,575! 1,028! 3!
Company! company! 112,632! 28,200! 1!
Clothing2! clothing! 247,627! 105,608! 3!
Electronics2! electronics! 249,904! 98,401! 3!
Home2! home! 249,513! 111,714! 3!
Tools2! tools! 249,317! 96,836! 3!

values are atomic, i.e., short and pure, and not a composition of
multiple values that should appear separately.

For textual EM, we use six datasets. Abt-Buy describes products
[43]. Company is a dataset that we created. It tries to match com-
pany homepages and Wikipedia pages describing companies. The
last four datasets (Clothing2, etc.) describe products in different
categories and come from a major retailer. In these datasets, each
tuple has 1-3 attributes, all of which are long textual blobs (e.g., long
title, short description, long description).

For dirty EM, we use six datasets. As discussed earlier, we focus
on dirty data where attribute values are “injected” into other at-
tributes, e.g., the value of brand is embedded in title while leaving
the correct value cell empty. All dirty datasets are derived from
the corresponding structured datasets described above. To generate
them, for each attribute we randomly move its value to attribute
title in the same tuple with 50% probability. This simulates a com-
mon dirty-data problem in real-world scenarios (e.g., information
extraction) while keeping the modifications simple.
Methods: We evaluate the four DL models described in Section 4:
SIF (aggregation-based), RNN (RNN-based), Attention (attention-
based), and Hybrid. They are implemented using Torch [13] (a DL
framework with extensive support for accelerating training using
GPUs), and trained and evaluated on AWS p2.xlarge instances with
Intel Xeon E5-2686 CPU, 61 GB memory, and Nvidia K80 GPU. We
compare the DL models with Magellan, a state-of-the-art machine-
learning based EM solution [41].

To measure accuracy, we use precision (P), the fraction of match
predictions that are correct, recall (R), the fraction of correctmatches
being predicted as matches, and F1, defined as 2PR/(P + R).

To apply the DL models to a dataset, we split all pairs in the
dataset (recall that each example is a pair of tuples) into three
parts with ratio of 3:1:1, for training, validation, and evaluation
respectively. We use Adam [40] as the optimization algorithm for
all DL models for 15 training epochs. The validation set is used



Table 3: Results for structured data.
Dataset Model F1 Score ΔF1SIF RNN Attention Hybrid Magellan

BeerAdvo-RateBeer 58.1 72.2 64.0 72.7 78.8 -6.1
iTunes-Amazon1 81.4 88.5 80.8 88.0 91.2 -2.7
Fodors-Zagats 100 100 82.1 100.0 100 0.0
DBLP-ACM1 97.5 98.3 98.4 98.4 98.4 0.0
DBLP-Scholar1 90.9 93.0 93.3 94.7 92.3 2.4
Amazon-Google 60.6 59.9 61.1 69.3 49.1 20.2
Walmart-Amazon1 65.1 67.6 50.0 66.9 71.9 -4.3

Clothing1 96.6 96.8 96.6 96.6 96.3 0.5
Electronics1 90.2 90.6 90.5 90.2 90.1 0.5

Home1 87.7 88.4 88.7 88.3 88.0 0.7
Tools1 91.8 93.1 93.2 92.9 92.6 0.6

Table 4: Results for textual data (w. informative attributes).
Dataset Model F1 Score ΔF1SIF RNN Attention Hybrid Magellan
Abt-Buy 35.1 39.4 56.8 62.8 43.6 19.2
Clothing2 84.7 85.3 85.0 85.5 82.5 3.0
Electronics2 90.4 92.2 91.5 92.1 85.3 6.9

Home2 84.5 85.5 86.1 86.6 82.3 4.3
Tools2 92.9 94.5 93.8 94.3 90.2 4.3

Table 5: Results for textual data (w.o. informative attributes).
Dataset Model F1 Score ΔF1SIF RNN Attention Hybrid Magellan
Abt-Buy 32.0 38.5 55.0 47.7 33.0 22.0
Company 71.2 85.6 89.8 92.7 79.8 12.9
Clothing2 84.6 84.4 84.6 84.3 78.8 5.8
Electronics2 89.6 90.4 90.8 91.1 82.0 9.1

Home2 84.0 84.8 83.7 85.4 74.1 11.3
Tools2 91.6 92.5 92.6 93.0 84.4 8.6

to select the best model snapshot for evaluation after each epoch
to avoid over-fitting (see Appendix D for more details on training
DL models). To apply Magellan to a dataset, we use the same 3:1:1
data split. We train five classifiers (decision tree, random forest,
Naive Bayes, SVM and logistic regression), use the validation set
to select the best classifier, and then evaluate on the evaluation set.
It is important to note that Magellan uses the tuple attributes to
automatically generate a large set of features used during training.

5.1 Experiments with Structured Data
Table 3 shows the accuracy of the four DL models andMagellan on
the 11 structured datasets. We use red font to highlight the highest
score in each row. The last column shows the relative increase in F1
for the best DL model vs Magellan (see detailed in Appendix B.2).

The results show that DL models perform comparably withMag-
ellan. The best DL model outperformsMagellan in 8 out of 11 cases.
But the gain is usually small (less than 0.7%, see the last column),
except 2.4% for DBLP-Scholar1 and 20.2% for Amazon-Google (AG).
This is because the product titles across matching pairs from the
source datasets (Amazon and Google) correspond to synonyms of
one another. That is, they are semantically similar but have large
string similarity distances. This makes it difficult forMagellan to
capture the similarity betweenmentions as it mainly relies on string
similarity based features. However, DL can identify the semantic
similarities across data instances to achieve a 20% F1 gain. In the
case of Walmart-Amazon1, however, this ability to learn rich infor-
mation from data hurts DL, because the model overfits due to the
quirks of the training set, thus reaching 4.3% less F1 compared to
Magellan. This is less of an issue forMagellan which has a more
restricted search space (as it uses string similarity-based features).

Hybrid performs the best among the four DL models. As dis-
cussed previously, DeepER, the current DL solution for EM [18], is
comparable to SIF and RNN. Our results suggest that these models

Table 6: Results for dirty data.

Dataset
Model F1 Score ΔF1SIF RNN Attention Hybrid Magellan

iTunes-Amazon2 66.7 79.4 63.6 74.5 46.8 32.6
DBLP-ACM2 93.7 97.5 97.4 98.1 91.9 6.2
DBLP-Scholar2 87.0 93.0 92.7 93.8 82.5 11.3

Walmart-Amazon2 43.2 39.6 53.8 46.0 37.4 16.4
Home3 82.8 86.4 88.0 87.2 68.6 19.4
Tools3 88.5 92.8 92.6 92.8 76.1 16.7

are not adequate, and that we should explore more sophisticated
models, such as Hybrid, to obtain the highest possible EM accuracy.

Moreover, DL does appear to need a large amount of labeled data
to outshineMagellan. The first three datasets (in Table 3) have only
450-946 labeled examples. Here DL performs worse than Magellan,
except on Fodors-Zagats, which is easy to match. The next four
datasets have 12.3K-28.7K labeled examples. Here DL outperforms
Magellan in two cases. It performs reliably better thanMagellan in
the last four datasets, which have about 249K labeled examples.

5.2 Experiments with Textual Data
Textual datasets have few attributes, all of which are text blobs. For
5 out of 6 textual datasets listed in Table 2, we observe that they
contain an “informative” attribute that packs a lot of information
(i.e., having a high “signal-to-noise” ratio), which is title (containing
brand name, product model, etc.). For these datasets, we expect
Magellan to do well, as it can use similarity measures such as
Jaccard to compare this attribute. Table 4 shows that this is indeed
the case. Yet DL’s F1-score is 3.0-19.2% higher thanMagellan’s.

If we remove this “informative” attribute, the gain increases from
5.8 to 22.0% relative F1, as shown in Table 5. One textual dataset,
Company, has no such informative attribute. For this dataset, DL
outperformsMagellan, achieving 92.7% F1 vs 79.8% F1.

The results suggest that DL outperforms Magellan for textual
EM. They suggest that Hybrid is still the best among the DL mod-
els. We also find that the F1-score difference between the best
performing attention-based model (Attention or Hybrid) and the
best performing model that does not use soft alignment (SIF and
RNN) is around 4.5 points on average but goes up to 23.5 points
(i.e., for the Abt-Buy dataset in Table 4). To understand this better,
we investigated examples from datasets where the F1 between the
two types of methods is large. We found that in all cases the two
data instances corresponded to misaligned word sequences similar
to those found in the problem of text entailment. An example is
matching sequences “samsung 52 ’ series 6 lcd black flat panel hdtv
ln52a650” and “samsung ln52a650 52 ’ lcd tv”.

5.3 Experiments with Dirty Data
Recall that dirty datasets are those where some attribute values are
not in their correct cells but in the cells of some other attributes
(e.g., due to inaccurate extraction). In such cases, we can ignore the
“attribute boundaries” and treat the entire tuple as a single text blob,
then apply DL, as in the textual case. The results in Table 6 show
that DL significantly outperformsMagellan, by 6.2-32.6% relative F1.
Interestingly, even in the presence of extensive noise, for four out of
six dirty datasets, Hybrid and Attention still perform only at most
1.1% lower in F1 compared to their scores for the corresponding
structured datasets. This suggests that DL is quite robust to certain
kinds of noise (e.g., moving attribute values around).



Table 7: F1-score for Hybrid with different language repre-
sentations.

Attribute
Embedding

Structured Textual Dirty
Home1 Tools1 Company Home2 Home1 Tools1

Pre-trained Glove 86.5 86.5 93.5 86.6 87.1 88.3
fastText 88.3 92.9 92.7 86.6 87.2 92.8

Char-based learned 88.2 92.8 87.7 86.9 87.5 93.8

Table 8: Train time comparison for different deep learning
solutions andMagellan for different dataset types and sizes.

Dataset SIF RNN Attention Hybrid Magellan 

Structured!
small! 3-70s! 5-15m! 7-25m! 10-45m! 1s!
large! 25m! 6.5-7h! 7-7.5h! 9.5-11h! 2-4m!

Textual!
small! 15s! 5m! 7.5m! 15m! 1s!
large! 8-16m! 3-6h! 3-6h! 7-10h! 9-12s!

Textual w/o!
info. attr.!

small! 13s! 4m! 5m! 10m! 1s!
large! 6-9m! 3-3.5h! 3-3.5h! 6.5-9h! 8-12s!

Dirty! small! 3-30s! 2.5-7m! 3-10m! 5-20m! 1s!
large! 5m! 25-35m! 40-55m! 1-1.5h! 2-4m!

5.4 Trade-offs for Deep EM
We now validate that the different design choices described in
Section 3.1 have an impact on the performance of deep learning
for entity matching. We report on trade-offs related to all design
choices introduced by our architecture template.

5.4.1 Language Representation Selection. We validate that dif-
ferent types of language representations lead to DL models with
different performance and that no single option dominates the oth-
ers. We run our Hybrid model over structured, textual, and dirty
data and compare different language representations with respect
to (1) the granularity of the embeddings (i.e., word vs. character)
and (2) pre-trained vs. learned. The results are shown in Table 7.
Word vs. Character: We compare GloVe [60] (a word-level em-
bedding) with fastText [6] (a character-level embedding). Table 7
shows that the F1-scores are similar but there are two exceptions.
(1) On Tools fastText achieves 6% higher F1-scores. This is because
Tools’ vocabulary include domain-specific words not present in the
vocabulary of GloVe. Recall that GloVe maps all OOV words to the
same embedding. FastText can approximate the embedding of those
words by using a character-level strategy. (2) On Company GloVe
outperforms fastText, though the by less than one point F1. Recall
that the entries in Company are obtained from Wikipedia which
corresponds to the corpus used to train GloVe. In general, we find
that character-level embeddings often obtain higher F1-scores than
word-level embeddings.
Pre-trained vs. Learned: We compare fastText with a character-
level embedding trained from scratch. Table 7 shows that the two
obtain similar F1-scores with two exceptions. (1) The learned-from-
scratch model is better for Tools, suggesting that learning an em-
bedding from scratch is beneficial for highly-specialized datasets.
(2) fastText achieves 5% higher F1 on Company, demonstrating the
effect of limited training data when learning an embedding from
scratch. Overall, we find that training an embedding from scratch
does not lead to performance improvements unless we perform EM
over domains with highly specialized vocabularies.

5.4.2 Attribute Summarization Selection. So far we have shown
that attribute summarization methods with cross-sequence align-
ment (Attention and Hybrid) outperform simpler methods (SIF and

Table 9: F1-score comparison for different deep learning so-
lutions and Magellan for different dataset types and sizes.

Dataset SIF RNN Attention Hybrid Magellan

Structured
small 79.1 83.9 76.2 84.6 86.5
large 91.0 91.8 91.8 91.5 91.3

Textual
small 35.1 39.4 56.8 62.8 43.6
large 87.5 88.9 88.8 89.3 83.9

Textual w/o
info. attr.

small 32.0 38.5 55.0 47.7 33.0
large 86.1 86.9 88.4 89.7 80.2

Dirty
small 76.8 86.2 78.2 84.2 64.7
large 85.6 89.6 90.3 90.0 72.3

Table 10: F1-score as we vary attribute comparison choices.
Model Comparison Abt-Buy W-A1 Home1

SIF
Concatenation 22.6 34.7 83.8

Element-wise Abs. Diff. 35.1 60.6 87.7

RNN
Concatenation 25.9 27.0 86.8

Element-wise Abs. Diff. 38.5 67.6 88.4

Attention Concatenation 54.9 50.0 88.7
Element-wise Abs. Diff. 36.0 65.9 87.6

Hybrid Concatenation 64.7 60.0 86.0
Element-wise Abs. Diff. 39.3 67.1 86.7

RNN). We now validate the accuracy vs. training time trade-off
with respect to the attribute summarization used by different DL
solutions. The factors that affect this trade-off are the complexity
of the model and the size of the input dataset.

The complexity of a DL solution depends on the attribute sum-
marization choice in our DL architecture template. In general, the
more expressive (complex) a model is, the higher its accuracy will
be, but with longer training time. To validate the accuracy vs. train-
ing time trade-off we ran the four DL methods and Magellan while
varying the size of the input dataset from “small” to “large”. The
results are shown in Tables 8 and 9.

We observe that the F1-score gap between attribute summariza-
tion methods that perform cross-sequence alignment (Attention
and Hybrid) and those that do not (SIF and RNN) decreases as
the size of the input datasets increases. The F1-score difference is
up to 8× larger for small datasets than for large datasets—23.5 vs.
2.8 F1 point difference. On the other hand, the training time for
cross-sequence alignment models increases dramatically for large
datasets (it sometimes exceeds 10 hours).

We attribute the above results to the soft alignment performed
by attention mechanisms. Word embeddings coupled with a soft-
alignment mechanism already capture similarity and comparison
semantics. On the other hand, mechanisms that encode each input
entity mention in isolation (SIF and RNN) rely only on the final
classifier module to capture similarity and comparison semantics.
We conjecture this to be the reason why methods that perform soft
alignment are superior in the presence of little training data (i.e.,
small datasets). However, with more training data SIF and RNN are
more attractive as they take far less time to train.

5.4.3 Attribute Comparison Selection. We validate the effect of
different attribute comparison functions (see Section 3.4) on the
performance of DL models. We fix the attribute summarization
strategy for the four solutions discussed in Section 4 and for each
solution we vary the attribute comparison function used. We find
that fixed distance functions perform poorly overall. Thus, we focus
on the results for learnable distance functions. Specifically, we eval-
uate the performance of (1) concatenation, where the final classifier
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Figure 6: Varying the training size.
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Figure 7: Varying label noise.

is responsible for learning the semantics of a distance between the
entity mention encodings, and (2) element-wise absolute distance,
where the features to the final classifier already capture the seman-
tics of distance. Table 10 shows the results. We observe that for
methods without cross-sequence alignment, using an element-wise
comparison leads to F1 improvements of up to 40% F1 (see the re-
sults for SIF and RNN). For methods with cross-sequence alignment,
however, there is no dominating option.

5.5 Micro-benchmarks
We perform micro-benchmark experiments to evaluate: (1) the ef-
fect of training data on the accuracy of models, (2) the sensitivity of
DL to noisy labels, (3) how DL models compare to domain-specific
approaches to EM, and (4) how different variations in the DL ar-
chitecture, such as different dropout levels, using multiple layers,
etc. affect the performance of DL. We find that Hybrid—the most
expressive out of all DL models—is more effective at exploiting
the information encoded in training data, DL is significantly more
robust to noise than traditional learning techniques (e.g., used in
Magellan), DL methods are competitive to domain-specific methods
when we have access to 10K training examples or more, the per-
formance of DL is robust to variations in the type of RNN network
used (e.g., LSTM vs. GRU), the dropout levels, and the number of
layers in the recurrent part of the architecture. We discuss these
experiments in more detail below.
Varying the Size of Training Set: We analyze the sensitivity
of different entity matching methods to changes in the amount
of available training data. For each of the three types of datasets
considered, we pick two large representative datasets and analyze
how the performance of two DL models andMagellan varies as we

change the size of training data. The results are shown in Figure 6.
For each dataset, we keep the ratio of training set size to validation
set size constant (used 3:1 as we discussed in Section 5), and vary
the total number of entity pairs in these two sets (called dataset
size from here on) by sampling from the original large datasets. We
pick the best DL model considered, i.e., the hybrid model and the
simplest and fastest DL model, i.e., the SIF model, for this analysis.

In the case of structured data, we see that Magellan outper-
formed the hybrid DL model when the dataset size is less than 50K.
With more data, the hybrid model starts becoming comparable to
Magellan and largely stays this way, until the dataset size reaches
200K at which point it slightly outperformsMagellan.

For textual data we picked dataset “Home-Textual” with an
atomic informative attribute (“Title”) and the purely textual dataset
“Company”. In the first case, we see that DL starts outperforming
Magellan evenwith a dataset size of 1K but the difference is not very
significant. With a few thousand instances, the difference becomes
more significant. In the purely textual case, we see thatMagellan
quickly attains a relatively high F1 score with a dataset size of just
1K, due to its heuristic-based string similarity features, while the
hybrid DL model lags behind. It takes nearly 10K data instances
before the hybrid model starts outperformingMagellan. With more
data its performance steadily continues to increase until we finally
exhaust our set of labeled data instances.

For dirty structured data, Magellan initially outperforms DL
when the dataset size is only 1K, but DL starts outperforming Mag-
ellan when a few thousand training instances are available.
Robustness to Label Noise: We introduce noise in the match /
non-match labels assigned to entity pairs in six EM datasets, two
from each EM category considered. We picked the same six datasets



Table 11: Comparison to domain specific approaches.

Type Dataset DL-Hybrid DS-Magellan ΔF1 DS Approach

Structured

Clothing 96.6 96.5 -0.1 (1) Create domain specific features.
(2) Train classifiers using Magellan.Electronics 90.2 91.3 1.1

Home 88.3 89.3 1.0
Tools 92.9 94.0 1.1

Textual

Clothing 85.5 89.2 3.7 (1) Perform IE to extract attributes 
from text.

(2) Create domain specific features.
(3) Train classifiers using Magellan.

Electronics 92.1 90.9 -1.2
Home 86.6 89.0 2.4
Tools 94.3 93.9 -0.4

Dirty

Clothing 96.3 96.5 0.2 (1) Clean all dirty attributes.
(2) Create domain specific features.
(3) Train classifiers using Magellan.

Electronics 89.0 91.3 2.3
Home 87.2 89.3 2.1
Tools 92.8 94.0 1.2
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Figure 8: Varying the training size (domain specific).

as in the previous experiment varying training set size. The results
are shown in Figure 7. For each dataset, we introduce label noise in
the range of 0 - 40%. For example, for the case with 20% noise, we
flip the labels of a randomly selected 20% subset of the entity pairs
in the dataset.

In all cases we see that the hybrid model is fairly robust to noise
especially until 30% noise, after which we see a steeper drop. On
structured and textual datasets, we note that the performance gap
between the hybrid model and Magellan increases as the noise
increases indicating that the hybrid model is more robust to noise.

Comparison to Domain-Specific EM Approaches: We would
like to understand how DL models compare to domain specific (DS)
EM approaches involving manual information extraction and fea-
ture engineering. To do so, we take four product datasets from each
of the three EM categories described in Section 2.1. For each dataset,
we compare the performance of our best DL model considered with
rigorous DS approach based EM.

We perform several experiments, the results of which are shown
in Table 11. In the "Approach" column we describe how the domain
specific EM was performed. In general, for each dataset we first
perform IE and feature engineering, then train a machine learning
based system (Magellan) using these features.

Note that in the case of textual datasets wemake use of structured
information extracted from the textual attributes by data analysts
over several months. We also make use of relevant ideas discussed in
[44] to perform our own extraction and feature engineering which
took multiple days.

We see that domain specific extraction does help as compared
to the DL model without domain specific features. However, the
average improvement is only 0.8%, 1.1% and 1.4% respectively for
structured, textual and dirty datasets. The DL model was able to
approach quite close to the performance of months of intensive
domain specific EM effort with less than half a day of training.

We also perform additional experiments to investigate how DL
models compare to domain specific approaches in the presence of
limited training data. We vary the training data size in the same
way as described in the paragraph “Varying the Size of Training
Set” above. The results in Figure 8 indicate that with very limited
training data, DS EM approaches are very helpful. However, with a
few 10s of thousands of labeled data instances the DL model catches
up — with 10K labeled instances, the hybrid DL model is within
5.1 percent points of the DS approach on average, and within 2.9
percent points on average with 50K labeled data.
Performance ofDLModel Variations: Aswithmost DLmodels,
the models we presented in Section 4 can be altered along several
dimensions to obtain variants. We analyzed several variants of
the best model we considered, i.e., the hybrid model in order to
determine its optimal configuration. To do so we altered the model
along 4 primary dimensions and evaluated 17 variants of the hybrid
model on six datasets, two from each EM category discussed in
Section 2.1. We picked the same six datasets as in the experiment
varying training set size. We present the F1 scores corresponding
to each variant for each dataset considered in Table 12. In order to
efficiently determine the optimal setting from the large space of
configurations formed by the 4 primary dimensions, we initially
make the assumption that all dimensions are independent of each
other, and vary each dimension one by one to form the first 14
variants listed in Table 12. After this set of experiments, we altered
multiple dimensions concurrently, based on the best configurations
we observed for each dimension independently. The last 3 rows in
Table 12 show the results for these.

We note that no single configuration is universally much better
than the most basic variant of the hybrid model (standard 1 layer
GRU, highlighted in blue in Table 12). The best setting compared
to this variant, the 2 layer LSTM with highway stacking (second
last row in Table 12), is only 0.5% better on average across the six
datasets. Moreover, the maximum improvement in F1 score by any
variant compared to the most basic setting across the six datasets is
only 1.6%. Hence for our analysis we only considered the simplest
setting of the hybrid model, with no bells and whistles, to keep the
exposition straightforward and to avoid unnecessary complexity.
However, in practical application scenarios, the model variation
dimensions can be treated as hyperparameters and the best con-
figuration can be automatically discovered using hyperparameter
optimization tools.
Comparing with Other Ways of Formulating EM: As dis-
cussed in Section 2.1, the triplet framework [34] can be adapted
for EM. We have done so and compared it with the hybrid model,
on two structured datasets (Home and Tools), two textual datasets
(Company and Home), and two dirty datasets (Home and Tools).
The triplet solution performs significantly worse than Hybrid in
all six cases, with a F1 score difference ranging from 2.5% to 21.1%,
or 7.6% lower on average. This is likely due to the fact that our DL
model directly optimizes the DL model to maximize the classifica-
tion accuracy, whereas the triplet approach focuses on obtaining
better hidden representations of entities, even at the cost of clas-
sification performance. We have also empirically found that the
solution in [56] performs worse than Hybrid and RNN (e.g., by



Table 12: Model variations.
RNN Unit 
& Layers

Layer
Stacking

Dropout Attention Structured Textual Dirty
Probability Location Home Tools Company Home Home Tools

1L GRU Standard 0 None Standard 88.3 92.9 92.7 86.6 87.2 92.8
2L GRU Standard 0 None Standard 87.6 92.5 92.8 86.4 87.1 92.5
1L LSTM Standard 0 None Standard 88.1 92.7 93.3 86.4 87.8 93.5
2L LSTM Standard 0 None Standard 87.5 92.0 93.7 85.8 88.3 93.0
2L GRU Residual 0 None Standard 88.0 93.0 92.5 86.7 87.3 93.2
2L GRU Highway 0 None Standard 88.0 93.4 93.0 86.6 87.6 93.3
1L GRU Standard 0.05 Before RNN Standard 88.0 93.7 92.4 85.7 87.6 93.0
1L GRU Standard 0.2 Before RNN Standard 87.5 93.4 92.7 84.8 88.5 93.8
1L GRU Standard 0.05 After RNN Standard 88.1 92.8 92.4 86.4 87.3 92.9
1L GRU Standard 0.2 After RNN Standard 87.7 92.6 91.8 86.0 87.1 92.9
2L GRU Standard 0.05 Between RNN layers Standard 87.7 92.5 92.4 86.2 86.8 92.5
2L GRU Standard 0.2 Between RNN layers Standard 87.3 92.3 92.5 85.6 87.9 92.5
1L GRU Standard 0 None 2 head attention 88.3 92.8 92.5 86.6 87.2 92.8
1L GRU Standard 0 None Scaled dot product 88.3 92.8 87.0 86.5 86.7 92.7
2L LSTM Standard 0.2 Between RNN layers Standard 87.3 92.1 93.4 85.2 88.6 93.2
2L LSTM Highway 0 None Standard 88.2 92.7 93.5 86.5 88.5 94.0
1L LSTM Standard 0.2 Before RNN Standard 87.2 93.0 93.3 84.2 88.8 94.3

Table 13: Comparing the F1 accuracy of the Hybrid and RNN
models in our submission with the model proposed in [56]
for an NLP task.

Model
Structured Textual Dirty

Home Tools Company Home Home Tools
Hybrid 88.3 92.9 92.7 86.6 87.2 92.8
RNN 88.4 93.1 85.6 85.5 86.4 92.8

Neculoiu et al. 84.2 86.0 83.1 81.7 78.3 86.1

4.1-9.6% compared to Hybrid). We present the results for the com-
parison with [56] in Table 13.

6 DISCUSSION
6.1 Understanding What DL Learns
To gain insights into why DL outperformsMagellan on textual and
dirty data, we focus on Hybrid and use first derivative saliency [38,
47, 48, 73] to analyze what it learns. Saliency indicates how sensi-
tive the model is to each word in the string sequence of an entity
mention. We expect words with higher saliency to influence the
model output more. This is an indirect measure of how important
a word is for Hybrid’s final prediction. We consider “Home” and
“Company” and compute the importance of each word in one at-
tribute. Overall, we find thatHybridwas able to assign high weights
to tokens that carry important semantic information, e.g., serial
numbers of products, names of locations or people associated with
an entity and special entity-specific attributes such as patterns or
product color (see Figure 9 in the Appendix). We obtained simi-
lar results for all datasets. A detailed discussion can be found in
Appendix C.

6.2 Common Errors of DL Models
We investigate common error patterns in Hybrid. We sampled 150
entity pairs misclassified by Hybrid across three datasets, one struc-
tured ("Walmart-Amazon"), one textual ("Tools"), and one dirty
("Home"). We sample 50 errors from each dataset. We find that 80
of these errors can be grouped into three major categories. These
categories (in decreasing order of frequency) are:

Linguistic variations of domain-specific terms DL cannot
identify the semantic similarity between a domain-specific term
and its abbreviation. This gives rise to false negatives. An example of
this category corresponds to the pair of entity mentions: “wooster
brush r097 sherlock gt” and “wooster brush r097 sherlock grip
tip”. Here “grip tip” is abbreviated to “gt”. DL cannot identify the
semantic similarity of these two phrases.
Missing highly-informative tokens One of the entity mentions
contains a highly-informative token, such as a product code, that
is missing from the other mention. This leads to false negatives.
An example of this category corresponds to the pair of entity men-
tions: “ocz tech vertex 2 60gb 2.5 sata2 SSD” and “ocz tech 60gb
vertex 2 sata2 2.5-inch SSD oczssd22vte60g”. Here “oczssd22vte60g”
corresponds to a code for the same product that contains informa-
tion that is already present in the remaining description. However,
Hybrid places too much weight on this specialized token.
Similar but semantically different tokens In these cases, DL
cannot identify the semantic difference between strings that are
very similar (e.g., serial numbers). This gives rise to false positives.
An example of this category corresponds to the pair of entity men-
tions: “nelson sprinkler 50571 brass pipe & hose fitting” and “nelson
sprinkler brass pipe & hose fitting 50575”. Here string “50571” and
“50575” have an edit distance of one, however, the domain semantics
are such that these two strings imply different entities. DL cannot
identify such domain-specific semantics.

6.3 Challenges and Opportunities
We discuss challenges (C) and opportunities (O) for DL for EM.
(C1) DL for Structured Data: Overall, we find the advantages
of sophisticated DL methods to be limited when operating over
clean, structured data, in that simpler learning models (e.g., logistic
regression, random forests) often offer competitive results. This
topic will need more empirical evaluation before we can reach a
solid conclusion.



(C2) Scalability vs. Accuracy: For textual or dirty data, we find
that complex DL offer significant accuracy improvements over
existing state-of-the-art EM methods, but often require far longer
training time. Their poor scalability will need to be addressed. (In
addition, we find that given a large amounts of training data one
can leverage simpler and faster DL solution without significant
losses in accuracy.)
(C3) The Value of Training Data: As expected, DL models of-
ten require large amounts of training data to achieve good per-
formance. Obtaining large amounts of training examples can be
resource-intensive in many practical scenarios. Recent work on
weak supervision [61] focuses on obviating the need for tedious
and manual annotation of training examples. What makes this chal-
lenge unique to EM is that existing weak supervision approaches
have focused primarily on textual data for tasks such as information
extraction [61, 85], or visual data for tasks such as image classifica-
tion [54]. As such, a fundamental challenge for DL-based EM is to
devise new weak supervision methods for structured data as well
as methods that are more robust to the class imbalance (between
positive and negative examples) in EM.
(O1) DL and Data Integration: Our DL results suggest that DL
can be promising for many problems in the broader field of data
integration (DI), e.g., data cleaning, automated data extraction, data
reformatting, and value canonicalization. Preliminary successes
have already been reported in recent work [64, 85] but more effort
to examine how DL can help DI is necessary.
(O2) Optimizers for DL Models: As showed in Section 5 there
are several design choices with trade-offs when constructing DL
models for EM, e.g., the choice of attribute summarization network,
the kind of word embeddings, etc. An exciting future direction is to
design simple rule-based optimizers that would analyze the EM task
at hand and automate the deployment of such DL models. We can
also explore how to use database-inspired optimization techniques
to scale up DL models [83].
(O3) Semantic-aware DL: Our study revealed that DL has limited
capability of capturing domain-specific semantics. A promising
research direction is to explore mechanisms for introducing domain-
specific knowledge to DL models. We envision this to be possible
either via new weak-supervision methods [85] or by integrating
domain knowledge in the architecture of DL models itself [11]. We
also envision the design of new domain-specific representation
learning models, such as domain-specific word embeddings for EM.

7 CONCLUSION
We examined the advantages and limitations of DL models when
applied to a diverse range of EM tasks, specifically EM over struc-
tured, textual, and dirty data. We conducted a detailed experimental
study that revealed the advantages of DL for EM, especially in the
case of textual and dirty data. We also explored the design space for
DL solutions for EM and studied the accuracy-efficiency trade-offs
introduced by different choices in that space. Our study highlights
several limitations and challenges associated with DL models, and
outlines several open problems on how DL can push the boundaries
of automated solutions for data integration related tasks.
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A SOFT-ALIGNMENTWEIGHTS
We describe how we compute the soft-alignment matrix for Atten-
tion and Hybrid in Section 4. Let u1 and u2 be the primary input
and context respectively. Let K and M be the total number of el-
ements in each sequence. For each pair of entries u1[k] ∈ u1 and
u2[m] ∈ u2 we compute a weightwk,m as follows:

(1) We first obtain a d-dimensional representation for u1[k] and
u2[m] by using a two layer HighWay net with ReLU:

q1,k = h(u1[k])

q2,m = h(u2[m])

where h denotes the HighWay net and q1,k and q2,m denote
the hidden representations for u1[k] and u2[m].

(2) We obtain an unnormalized score sk,m by taking the dot
product of q1,k and q2,m , i.e., sk,m = qT1,kq2,m .

(3) We normalize all weights using soft-max:

wk,m =
exp(sk,m )∑M
i=1 exp(sk,i )

B EMPIRICAL EVALUATION
B.1 Experiment setup
Dataset Creation: We provide more details on the creation of the
datasets shown in Table 2. There are three types of datasets: struc-
tured, textual and dirty. We use 11 structured datasets in different
sizes and domains in this paper. The first 7 are smaller datasets from
[15] except for "Amazon-Google" which is from [43]. Each dataset
contains two tables that need matching. Since we only focus on the
matching step in EM, we first apply blocking using [41] to get a
candidate set. Next, we obtain the correct labels for all pairs in the
candidate set which is then taken as the final dataset to work on.
The last four large product datasets are from a major product re-
tailer. Since the datasets are already in the after-blocking candidate
set format with all pairs labeled, we can directly use them.

For textual EM, we use 6 datasets. The first small dataset Abt-
Buy is from [43]. Since it contains two tables, we also first con-
duct blocking and then label the candidate set. "Company" is a
dataset we created, consisting of pairs (a,b), where a is the text

https://simons.berkeley.edu/talks/christopher-manning-2017-3-27
https://simons.berkeley.edu/talks/christopher-manning-2017-3-27


Table 14: Experiments with structured data.
SIF

P R F1
50.0 69.2 58.1
75.0 88.9 81.4
100 100 100
96.0 99.1 97.5
90.1 91.7 90.9
61.8 59.4 60.6
72.2 59.4 65.1
96.5 96.8 96.6
89.9 90.4 90.2
87.4 88.0 87.7
92.2 91.3 91.8

Attention
P R F1

72.7 57.1 64.0
84.0 77.8 80.8
94.1 72.7 82.1
98.0 98.9 98.4
92.2 94.4 93.3
62.9 59.4 61.1
47.2 53.1 50.0
96.5 96.7 96.6
90.0 91.0 90.5
89.2 88.2 88.7
93.1 93.2 93.2

RNN
P R F1

59.1 92.9 72.2
92.0 85.2 88.5
100.0 100.0 100
97.1 99.5 98.3
93.2 92.7 93.0
69.5 52.6 59.9
70.9 64.6 67.6
96.6 97.0 96.8
89.2 92.0 90.6
87.0 89.8 88.4
93.1 93.1 93.1

Hybrid
P R F1

63.2 85.7 72.7
95.7 81.5 88.0
100.0 100.0 100.0
97.6 99.3 98.4
94.8 94.5 94.7
61.7 79.1 69.3
78.3 58.3 66.9
96.9 96.4 96.6
90.4 90.0 90.2
88.1 88.4 88.3
93.3 92.4 92.9

Magellan
P R F1

68.4 92.9 78.8
86.7 96.3 91.2
100 100 100
97.4 99.6 98.4
94.3 90.4 92.3
67.7 38.5 49.1
72.3 71.5 71.9
97.2 95.4 96.3
92.1 88.2 90.1
89.9 86.3 88.0
94.5 90.8 92.6

Dataset

BeerAdvo-RateBeer
iTunes-Amazon1
Fodors-Zagats
DBLP-ACM1

DBLP-Scholar1
Amazon-Google

Walmart-Amazon1
Clothing1
Electronics1

Home1
Tools1

ΔF1

-6.1
-2.7
0.0
0.0
2.4
20.2
-4.3
0.5
0.5
0.7
0.6

Table 15: Experiments with textual data (with informative attributes).
SIF

P R F1
33.2 37.3 35.1
92.4 78.1 84.7
90.8 90.1 90.4
86.3 82.8 84.5
92.9 93.0 92.9

Attention
P R F1

63.5 51.5 56.8
91.1 79.6 85.0
92.1 90.9 91.5
84.9 87.4 86.1
93.0 94.6 93.8

RNN
P R F1

29.0 61.2 39.4
91.0 80.3 85.3
91.6 92.8 92.2
84.9 86.2 85.5
93.3 95.6 94.5

Hybrid
P R F1

62.1 63.6 62.8
91.7 80.0 85.5
92.0 92.1 92.1
87.0 86.2 86.6
93.9 94.8 94.3

Magellan
P R F1

37.9 51.5 43.6
80.4 84.7 82.5
90.7 80.5 85.3
81.4 83.3 82.3
92.6 87.9 90.2

Dataset

Abt-Buy
Clothing2
Electronics2

Home2
Tools2

ΔF1

19.2
3.0
6.9
4.3
4.3

Table 16: Experiments with textual data (without informative attributes).
SIF

P R F1
30.2 34.0 32.0
67.7 75.0 71.2
92.5 78.0 84.6
90.4 88.8 89.6
86.6 81.5 84.0
92.2 90.9 91.6

Attention
P R F1

49.6 61.7 55.0
85.4 94.6 89.8
89.8 79.9 84.6
90.5 91.2 90.8
80.9 86.7 83.7
90.9 94.3 92.6

RNN
P R F1

29.9 53.9 38.5
82.9 88.4 85.6
90.3 79.2 84.4
90.3 90.5 90.4
82.4 87.3 84.8
91.7 93.5 92.5

Hybrid
P R F1

43.1 53.4 47.7
90.6 94.8 92.7
88.8 80.2 84.3
90.6 91.6 91.1
84.3 86.4 85.4
91.8 94.1 93.0

Magellan
P R F1

22.3 63.1 33.0
75.1 85.3 79.8
81.5 76.3 78.8
89.3 75.8 82.0
77.9 70.9 74.1
88.6 80.6 84.4

Dataset

Abt-Buy
Company
Clothing2
Electronics2

Home2
Tools2

ΔF1

22.0
12.9
5.8
9.1
11.3
8.6

Table 17: Experiments with dirty data.
SIF

P R F1
63.3 70.4 66.7
91.4 96.2 93.7
85.2 88.9 87.0
45.4 41.2 43.2
83.2 82.4 82.8
88.8 88.2 88.5

Attention
P R F1

53.8 77.8 63.6
96.1 98.9 97.4
92.4 93.1 92.7
56.3 51.6 53.8
86.8 89.2 88.0
92.2 92.9 92.6

RNN
P R F1

69.4 92.6 79.4
96.9 98.2 97.5
93.7 92.2 93.0
47.8 33.9 39.6
86.5 86.3 86.4
93.2 92.3 92.8

Hybrid
P R F1

79.2 70.4 74.5
98.6 97.5 98.1
94.3 93.4 93.8
40.0 54.2 46.0
86.5 87.9 87.2
93.4 92.2 92.8

Magellan
P R F1

55.0 40.7 46.8
93.7 90.1 91.9
87.1 78.4 82.5
33.8 42.0 37.4
75.6 62.7 68.6
82.7 70.4 76.1

Dataset

iTunes-Amazon2
DBLP-ACM2

DBLP-Scholar2
Walmart-Amazon2

Home3
Tools3

ΔF1

32.6
6.2
11.3
16.4
19.4
16.7

of a Wikipedia page describing a company and b is the text of a
company’s homepage. We created matching pairs in this dataset
by crawling Wikipedia pages describing companies, then following
company URLs in those pages to retrieve company homepages. To
generate the non-matching pairs, for each matching pair (a,b), we
fix a and form two negative pairs (a,b1) and (a,b2), where b1 and
b2 are the top-2 most similar pages other than b in the company
homepage collection, calculated by word-based Jaccard similarity .
This dataset will be publicly released. The last four textual product
datasets are from the same retailer as mentioned above.

For dirty EM we also use 6 datasets. For this data type we want
to mimic high data variations in real EM problems. In this paper,
we specifically focus on one very common type of dirtiness, which
is that some attribute values are sprinkled in others, e.g., the value
of attribute "brand" is embedded in "title" while leaving the correct
value cell empty. This is very common due to imperfect IE meth-
ods. The six dirty datasets are all derived from the corresponding
structured datasets described above. To generate the datasets, for
each attribute other than "title", we randomly move each value to
the attribute "title" in the same tuple with 50% probability. This
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Figure 9: Saliency scores indicating the importance of words in six entities.

simulates a common problem in dirty data seen in the wild while
keeping the modifications simple.

B.2 Detailed Evaluation Tables
We present detailed experimental results for all types of EM tasks
considered (i.e., structured, textual, and dirty) in Tables 14,15, 16,
and 17. These are expanded versions of Tables 3,4, 5, and 6 respec-
tively. Here we highlight the F1 scores in bold font, and as before,
also highlight the best F1 score for each row in red font.

C UNDERSTANDINGWHAT DL LEARNS
We extend upon our discussion in Section 6.1. Recall that we focus
on Hybrid and use first derivative saliency [38, 47, 48, 73] to analyze
what themodel learns.We consider datasets “Home” and “Company”
and compute the importance of each word in one attribute. Figure 9
shows words on which Hybrid places high importance along with
some of their surrounding context. The background color intensity
of each word is proportional to its saliency score. In Row (a) we see
that Hybrid places importance on the pattern of the rug, which can
be useful for matching. In Row (b), the word “tp1349” is given high
importance. In our experiments, we noticed a general trend where
words that looked like serial numbers, i.e., contained a mixture of
characters and numbers, were given high significance by Hybrid.
In Row (c), we see that Hybrid gives importance to the sizes, height
and width.

The second half of Figure 9 shows the results for entities in “Com-
pany”. In Row (d), Hybrid places importance on names of places
such as “kyoto”. In Row (e), the first few words of the document,
which contain the document title, is given high importance, most
likely because the title contains the company name, which is impor-
tant for accurate matching. In Row (f), the model places importance
on person names such as “robert” and “taragan”. We obtained simi-
lar results for all datasets. This suggests that DL models are able to
“extract” words/phrases that carry reach semantic information.

D DETAILS ON TRAINING DL MODELS
Each of the four DLmodels is trained using aweighted cross-entropy
objective function. In other words, this version of cross-entropy ob-
jective penalizes errors corresponding to positive instances (entity
pairs labeled as match) and negative instances (entity pairs labeled
as mismatch) with different weights. Concretely, ifwt is the weight
corresponding to the target class (match or mismatch) of a training
instance i , and sti is the DL model’s predicted probability for the
true class t of the instance i , then the instance loss Li is given by
Li = w

t log(sti ). The ratio of the weight of the positive class vs that
of the negative class ρ is a dataset specific hyperparameter.

We use label smoothing regularization [77], which essentially
means that an entity pair’s label, say true match, is smoothed to be

a mix of both match and non-match, e.g. 95% match and 5% non-
match. This helps regularize the model and also indirectly takes
into account the fact the dataset contains mislabeling errors.

We use the Adam optimizer [40] with an initial learning rate of
0.001 for all datasets and all DLmodels considered. The learning rate
is annealed exponentially by multiplying with a factor α after every
epoch. α is a dataset specific hyperparameter. While we noticed that
using vanilla stochastic gradient descent with Nesterov momentum
instead of Adam could sometimes yield better accuracy scores, this
required significant tuning of the learning rate and momentum
parameters for each dataset and for each DL model.

A batch size b of 16-32 is used for all datasets (and for all models),
but the exact value is tuned per dataset. This is the third among
the three main hyperparameters that we tune apart from learning
rate annealing factor α and the ratio of positive to negative class
weight ρ. These are tuned using automated grid search.
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