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In order to enhance the communication between sensor networks in the Internet of things (IoT), it is indispensable to establish the
semantic connections between sensor ontologies in this field. For this purpose, this paper proposes an up-and-coming sensor
ontology integrating technique, which uses debate mechanism (DM) to extract the sensor ontology alignment from various
alignments determined by different matchers. In particular, we use the correctness factor of each matcher to determine a
correspondence’s global factor, and utilize the support strength and disprove strength in the debating process to calculate its
local factor. Through comprehensively considering these two factors, the judgment factor of an entity mapping can be obtained,
which is further applied in extracting the final sensor ontology alignment. This work makes use of the bibliographic track
provided by the Ontology Alignment Evaluation Initiative (OAEI) and five real sensor ontologies in the experiment to assess the
performance of our method. The comparing results with the most advanced ontology matching techniques show the robustness
and effectiveness of our approach.

1. Introduction

With the wide range of applications and distribution of
wireless communication systems, especially about the fifth-
generation (5G) networks, the update speed technology in
the Internet of things (IoT) is advancing by leaps and bounds
[1, 2]. The popularity of IoT is increasing with artificial intel-
ligence technology, which covers a wide range of applications
[3–13]. As crucial components of IoT, sensor networks
include connected sensors and associated devices, which
deploy plenty of heterogeneous sensing nodes for capturing
environmental data. On the one hand, due to their key
features, i.e., autonomy, ease of deployment, and self-
configurable and effective energy management, the sensor
network has become a very active research field where an
assortment of systems has been developed [14–17]. On the

other hand, it cannot be ignored that the scarcity of integra-
tion and communication among these networks always sep-
arates critical data streams and exacerbates the existing
problem of too much data and lack of knowledge [18]. For
the purpose of solving this problem, the Semantic Web
(SW) technology is used to date sensor networks to annotate
sensor data with spatial, temporal, and topic semantic meta-
data. The communication and fusion between Semantic Web
technology and sensor network give birth to the Semantic
Sensor Web (SSW), which is dedicated to providing seman-
tics for sensor perception, enabling advanced applications
such as situational awareness of transformers to have inter-
operability and advanced analysis capabilities. The sensor
ontology is combined with semantic annotation to integrate
and share conceptual models, enhance the semantics of sen-
sor data, and use different sensor ontologies to annotate
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sensor data. Thus, it is essential to set up strong links between
semantically concerning sensor information, which is the so-
called sensor ontology matching [19].

Sensor ontology matching is aimed at determining the
correspondences between heterogeneous entities that exist
in two sensor ontologies, and the output sensor mapping
set is defined as sensor ontology alignment [20]. Many works
of experts, scholars, and institutions have been done to
enhance the quality of ontology alignment. One of the most
authoritative organizations is the Ontology Alignment Eval-
uation Initiative (OAEI), which is aimed at comparing ontol-
ogy matching systems on precisely defined test cases [21].
These test cases can be composed of ontologies of varying
complexity (from simple thesauri to expressive OWL
ontologies) and use different evaluation modalities (e.g.,
blind evaluation, open evaluation, or consensus). The results
of the OAEI show that there are still challenges in improving
the quality of the matching work. More precisely, one of the
critical issues in ontology matching is obtaining high-quality
ontology comparisons. Thus, the way to pick, combine, and
adjust distinct ontology matchers containing a specific
matching technique has become a significant challenge
[22]. Although plenty of techniques about machine learning
have been proposed to determine the optimal aggregating
weights for the matchers [23–29], the catch is that they pay
little attention to the effects engendered by each entity map-
ping’s preferences on different matchers, which decreases the
quality of ontology alignment [30]. To overcome this draw-
back, this work proposes a novel sensor ontology alignment
extracting method based on debating mechanism (DM)
[31]. In our proposal, a semantic sensor network integration
technique is used with the ontology alignment extraction
technology. For the purpose of improving alignment’s qual-
ity, we introduce the correctness factor of each matcher to
determine a correspondence’s global factor, and utilize the
support strength and disprove strength in the debating pro-
cess to calculate its local factor. Through comprehensively
considering these two factors, the confidence of the judgment
factor of an entity mapping is improved.

The rest of the paper is arranged as follows: Section 2
introduces the related concepts of sensor ontology and ontol-
ogy alignment extraction; Section 3 describes in details the
DM-based ontology alignment extracting method with
global and local factors; Section 4 externalizes the experimen-
tal results and makes the corresponding analysis; Section 5
draws the conclusion.

2. Sensor Ontology and Ontology
Alignment Extraction

2.1. Sensor Ontology. An ontology is considered to be the
solution to data heterogeneity on the web, which formally
specifies the domain concepts and their relationships to give
the definition of domain knowledge [29, 32]. With the sensor
ontology becoming a powerful tool for integration and deal-
ing with heterogeneous, more and more sensor ontologies
have appeared. The Semantic Sensor Network (SSN)
(https://www.w3.org/TR/vocab-ssn) ontology was proposed
by the W3C Semantic Sensor Network Incubator group

(SSN-XG) as an OWL 2 ontology to shape sensors and observa-
tions, which describe sensors from various aspects, i.e., capabili-
ties, measurement processes, and observations. OSSN (https://
www.w3.org/2005/Incubator/ssn/wiki/SSN#Sensor) is an ontol-
ogydevelopedbySSN-XGin2005.TheIoT-Liteontology(http://
www.w3.org/Submission/2015/SUBM-iot-lite-20151126) out-
lines the resources, entities, and services of the Internet of
things (IoT), which is a lightweight ontology as well as an
instance of the SSN ontology. The Sensor, Observation, Sam-
ple, and Actuator (SOSA) (http://www.w3.org/ns/sosa) ontol-
ogy provides a lightweight kernel for SSN, which is designed to
broad target audience and application areas which has access
to ontologies. What is more, SOSA acts as a minimal interop-
erability fall-back level, i.e., it defines those common classes
and properties for which data can be safely exchanged across
all uses of SSN, its modules, and SOSA. SensorOntology2009
(https://www.w3.org/2005/Incubator/ssn/wiki/Sensor Ontol-
ogy 2009) is an ontology developed by Michael Compton,
Holger Neuhaus, and Nguyen Tran from CSIRO (Australia).
It has been used as the initial version of the Semantic Sensor
Network ontology.

A sensor ontology is defined asO = ðC, P, IÞ, in whichC, P,
and I separately represent class set, property set, and instance
set, respectively. A sensor ontology alignment A is an entity
correspondence set where the entity correspondence inside is
defined as a 4-tuples corr = ðe, e′, n, relationÞ, e and e′ are
the entities of two ontologies, respectively, n ∈ ½0, 1� represents
a similarity value between e and e′, while relation is the equiv-
alence relation. The process of determining the entity corre-
spondence between sensor ontologies is called sensor
ontology matching.

Figure 1 shows an example of two sensor ontologies and
their alignment. As depicted in Figure 1, the symbol of a rect-
angle denotes the entity; the line with two arrows suggests the
mapping between two entities. The ontology matcher takes
two entities as input and outputs a real number that reflects
the similarity in ½0, 1�. The matching process cannot guaran-
tee the comparative quality obtained by a single matcher, so
multiple matchers usually need to work together to increase
evidence of potential matches or discrepancies. All entity cor-
respondences’ similarity values obtained by an ontology
matcher are restored in the corresponding similarity matrix,
where the similarity values higher than the threshold are
regarded as a correct mapping by this matcher.

2.2. Ontology Alignment Extraction. Various ontology
matchers employ different information or features between
two ontologies to measure the similarity values between two
entities. Each ontology matcher has a particular similarity
measure, divided into three categories, i.e., syntactic-based
measures, linguistic-based measures, and structure-based
measures [33]. To be specific, syntax-based similarity mea-
sures calculate two strings’ similarity values according to
their syntax information [34–36]. Linguistic-based similarity
measure under the use of a background knowledge base,
i.e., WordNet [37] and the work done by structure-based
similarity measure is under the use of two concepts’
parent-child concepts defined in their ontologies to do
the work.
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Although these relevant methods have been extensively
researched and taken into practice, it is still a challenge to sat-
isfy the need for an effective ontology matcher on some spe-
cific matching task. With the emergence of various ontology
matchers, ontology matching systems usually apply multiple
matchers to enhance the alignment’s quality [25, 38–40]. To
better aggregate various ontology matchers, this work pro-
poses a novel ontology alignment extracting method, whose
framework is shown in Figure 2.

As shown in Figure 2, our approach is divided into two
steps, i.e., various ontology alignment determination and
DM-based alignment extraction. Preprocessing step gener-
ally includes ontology analysis and conversion ontology for-
mat. In this work, an argument ar is defined as follows:

ar = c, n, v, hf g, ð1Þ

where c = ðe, e′Þ is a correspondence and v (v ∈Ν) represents
the artificially preset matcher number, and h (h ∈ f0, 1g) is
the measure factor of similarity value determined as follows:

h =
1, if n ≥ δ,
0, if n < δ,

(
ð2Þ

where δ (δ ∈ ½0, 1�) is the threshold of similarity value. In par-
ticular, when h = 1, the matcher accepts c,otherwise rejects.
Supposing k is the number of matchers, c might belong to
one of the five categories Ci, i = 1,⋯, 5, which are, respec-
tively, defined as follows:

(i) If c is accepted by k matchers, c ∈ C1

(ii) If c is rejected by k matchers, c ∈ C5

When k ≥ 2 and k is an even number:

(iii) If c is accepted by more than halfmatchers, c ∈ C2

(iv) If c is rejected by more than halfmatchers, c ∈ C4

(v) Otherwise, c ∈ C3

When k ≥ 3 and k is an odd number:

(vi) If c is accepted by more than ðk + 1Þ/2matchers, c
∈ C2

(vii) If c is rejected by more than ðk + 1Þ/2matchers, c
∈ C2

(viii) Otherwise, c ∈ C3

Since c ∈ C1 is accepted by all the matchers as a correct
correspondence, and c ∈ C5 is rejected by all the matchers,
the correspondences of types C1 and C5 are directly regarded
as correct or wrong correspondences in the extraction pro-
cess, which do not participate in the argumentation. Besides,
correspondences belong to C2, C3 , and C4 should participate
in the argumentation process.

Given two arguments be set as a = fc1, n1, v1, h1g and
b = fc2, n2, v2, h2g. There are four relationships between b
and a, i.e., unite, attack, supporting, and disproval. Among
them, union relationship is marked as Uðb, aÞ, attack rela-
tionship is Aðb, aÞ , and support and disprove are Sðb, aÞ
and Dðb, aÞ, respectively. To be specific, the four relation-
ships are defined as the following descriptions:

(i) When c1 = c2, v1 ≠ v2, h1 = h2, b is united with a,
which is denoted asUðb, aÞ
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Figure 1: An example of sensor ontology matching.
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(ii) When c1 = c2, v1 ≠ v2, h1 ≠ h2, b attacks a, which is
denoted asAðb, aÞ

(iii) When c2 = C2 or c2 = C3, v1 = v2, n1 > n2, h1 = h2 = 1,
or when c2 = C4orC3, n1 < n2, h1 = h2 = 0, b
supports a, which is denoted as Sðb, aÞ

(iv) When v1 = v2, c1 = Ci, c2 = Cj, i > jði, j ∈ ð2, 3, 4ÞÞ,
n1 > n2, h1 = 1, h2 = 0, or when v1 = v2, c1 = Ci, c2 =
Cj, i < jði, j ∈ ð2, 3, 4ÞÞ, n1 < n2, h1 = 0, h2 = 1, b dis-
proves a, which is denoted asDðb, aÞ

3. Debate Mechanism-Based Ontology
Alignment Extraction

DM’s argumentation is defined as a 7-tuple: far, strength,
U , A, S, D, Mg, where U , A, S, and D are the relationships
mentioned above, M = fm1, m2,⋯, mng is the set of
matchers which include n matchers, ar is the argument
attached to correspondence c, and strength stands for the
strength value with respect to c in terms of a matcher mi,
which is defined as follows:

Strengthmi
c = ∑ar∈AR x ∣ x ∈ AR ∧ S x, arð Þf gj j − ∑ar∈AR x ∣ x ∈ AR ∧D x, arð Þf gj j

∑ar∈AR x ∣ x ∈ AR ∧ S x, arð Þf gj j +∑ar∈AR x ∣ x ∈ AR ∧D x, arð Þf gj j :

ð3Þ

In order to extract the sensor ontology alignment from
various alignments determined by different matchers, we
define a correspondence’s global factor as the correctness fac-
tor of each matcher to consider their similarity from different
aspects, and local factor as the support strength and disprove
strength in the debating process to consider the possibility of
being a correct mapping from the perspective of other corre-
spondences. In this work, a sensor entity correspondence c in
each matcher is regarded as an argument made by it, and we
need to calculate its judgment factor to determine whether it
can be extracted into the final alignment. Therefore, it is crit-
ical to enhance the confidence of an entity mapping’s judg-

ment factor. To this end, we use the correctness factor of
each matcher to determine a correspondence’s global factor
and utilize the support strength and disprove strength in
the debating process to calculate its local factor. After that,
the judgment factor of an entity mapping can be obtained
by comprehensively considering these two factors.

To be specific, assuming rc ∈ f0, 1g is the judgment fac-
tor of c. The following debating process determines its value:

Step 1. It is obvious that rc is 1 (or 0) when c belongs to
C1 (or C5), and we can delete similarity values in the corre-
sponding row and column of c from the similarity matrices.

Step 2. Calculate the correctness factor of the matcher mi as
follows:

σmi
=
∑mi

c ∣ c ∈ C1, C5ð Þf gj j
∑mi

cj j , ð4Þ

whose molecular calculates the number of correspondences
belong to C1 (or C5) and denominator of the number of cor-
respondences in total.

Step 3. In each matcher, the debating process is launched
according to the relationships “support” and “disprove”:

(1) For the C2 type of argument, the matchers that sup-
port it account for the majority, so it is calculated
whether the supporting party could defeat the dis-
proving party successfully. Below we explain the situ-
ation above. Assuming that for c, the three matchers
m1,m2, andm3 support it butm4 disprove it, the sup-
port strength Ss of matcher mi is defined as follows:

Ssmi
t =

∑x∈ARnx −∑y∈ARny
∑x∈ARnx +∑y∈ARny

, ð5Þ
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Figure 2: The framework of sensor ontology alignment extraction.
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where argument x = fc, nx, vx, hxg, argument y = fc, ny, vy,
hyg, Sðx, tÞ, Dðy, tÞ, vx = vy , and where ∑x∈ARnx calculates
the sum of similarity value of the arguments supporting argu-
ment t = fc, nx, vx, hxg and the same to ∑y∈ARny .

It is determined that the mapping can be established
between e and e′ when Ssm1

t > Ssm4
t , Ssm2

t > Ssm4
t , and Ssm3

t >
Ssm4

t , and rc is set to 1. Otherwise, c is transformed into C3,
performing Step 4.

(2) For the C4 type of argument, the matchers that dis-
prove it account for the majority, so it is calculated
whether the attack from the disproving party to the
supporting party is successful. Below we explain the
situation above. Assuming that for c, the three
matchers m1, m2, and m3 disprove it but m4 sup-
port, the disprove strength Ds of matcher mi is
defined as follows:

Dsmi
t =

∑x∈ARnx − ∑y∈ARny
∑x∈ARnx +∑y∈ARny

, ð6Þ

where argument x = fc, nx, vx, hxg, argument y = fc, ny, vy,
hyg, Dðx, tÞ, Sðy, tÞ, vx = vy, and where ∑x∈ARnx calculates
the sum of similarity value of the arguments disproving argu-
ment t = fc, nx, vx , hxg and the same to ∑y∈ARny. It is deter-
mined that the mapping cannot be established between ei
and ej ′ when Dsm1

t >Dsm4
t , Dsm2

t >Dsm4
t , and Dsm3

t >Dsm4
t ,

and rc = 0. Otherwise, c is transformed into C3, performing
Step 4.

Step 4. For the C3 type of argument, the matchers with oppo-
site opinions are almost evenly matched. It is necessary to
calculate which of the two parties attacked each other suc-
cessfully and calculate the strength value of each matcher.
The attack with the higher the strength value is successful.
Assuming that for c, the two matchers m1 and m2 disprove
it but m3 andm4 support it. rc = 0 if δm1

∙Strengthm1
c

+ δm2
∙Strengthm2

c >δm3
∙Strengthm3

c + δm4
∙Strengthm4

c . Other-
wise, rc = 1.

Step 5. Select c with rc = 1 and determine the correspondence
set based on them.

4. Experiment

4.1. Experimental Configuration. In the experiment, we use
the bibliographic track from Ontology Alignment Evaluation
Initiative (OAEI) to test the robustness of our approach
through statistical comparison with the most advanced
ontology matching techniques, as well as five sensor ontol-
ogies to validate the effectiveness of our proposal. We use
four popular ontology matchers, which are, respectively,
based on Levenshtein distance [41], Jaro-Winkler distance
[42], similarity flooding (SF) [43], and WordNet similarity
[44]. In particular, Levenshtein distance and Jaro-Winkler
distance are terminology-based measures, WordNet is a

semantic-based measure, and SF uses a versatile graph
matching algorithm. The similarity threshold is empirically
set as 0.85, which can ensure the average highest quality of
alignment in all testing cases. Typically, the alignment is
assessed in terms of two measures, commonly known as
precision and recall [45], which are, respectively, defined as
follows:

Recall = R
T

Aj j
∣R ∣

,

Precision = R
T

Aj j
∣A ∣

,
ð7Þ

where A is the obtained alignment and R is the reference
alignment. recall and precision are designed to examine the
validity of the proposal. They use a set of standard answers
as a reference to calculate the relative ratio as shown in the
formula, which is about the result of the proposal and the ref-
erence. In our application, recall is used to measure the ability
of the proposal to find the correct matching pair, and
precision is used to measure the correct rate of the proposal
to find the matching pair. In particular, recall = 1means that
all correct matching pairs have been found, and precision = 1
means that all matching pairs found are correct match-
ing pairs. To trade off these two metrics, we further
use the f -measure, which is the harmonic mean of recall
and precision [46]:

f ‐measure = 2 precision − recall
recall + precision : ð8Þ

The bibliographic track (http://oaei.ontologymatching
.org/2016/results/benchmarks) provided by the Ontology
Alignment Evaluation Initiative (OAEI) is applied to test the
robustness of our approach, and five real sensor ontologies
are used to test our approach’s effectiveness. Table 1 provides
an abstract of OAEI’s bibliographic track, where each testing
case comprises of two to-be-mapped ontologies and one refer-
ence alignment for assessing the effectiveness of the ontology
matcher. Figures 3(a)–3(d), respectively, compare our
approach with four single similarity measures in terms of
recall, precision, and f -measure. And relevant data is given
by the Ontology Alignment Evaluation Initiative (OAEI)
(http://oaei.ontologymatching.org/2016/). Figure 4, respec-
tively, compares our approach with OAEI’s participants [21],
i.e., AML, edna, and LogMapLt in terms of f -measure.
Table 2 describes our proposal’s results on five sets of real

Table 1: Brief description on OAEI’s bibliographic track.

Testing case Description

101 Identical ontologies

201–202
Ontologies varying in terminology

and semantic characteristics

221–237 Ontologies varying in structure characteristics

248–261
Ontologies varying in terminology, semantics,

and structure characteristics
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sensor ontology matching tasks and compares them with
other OAEI competitors in SOSA and SN matching tasks.

As shown in Figure 3, comparing with four single similar-
ity measures, our approach’s f -measure is highest in all test-
ing cases presented. We pick testing case 101, which contains
strictly identical ontologies as a representative one of the test-
ing cases about two identical ontologies in OAEI’s bench-
mark. As Figure 3(a) indicates that our proposal achieves
good results, which proves the superiority of it, therefore,
our proposal has perfect accuracy in establishing the correct
matching pair. DM adopts local factors on matchers in order
to fully consider the contexts of the entities and external
resources, aiming to improve the recall value. Besides, the
mechanism fully considers the use of global factors for the
alignment of different matchers to improve the precision
value. In more detail, in testing cases 201-210 presented in
Figure 3(b), which describe two ontologies with different ter-
minology and semantic characteristics in each case, case 201
contains ontologies without entity names and 202 without
entity. In these cases, our proposal’s performance is signifi-

cantly better than the other methods, indicating that we have
done a good job due to the consideration of support and dis-
prove strength. In Figure 3(c), testing cases 221-247 are about
ontologies with different structural characteristics. And results
illustrate the effectiveness of our proposals and edna. In addi-
tion, our proposal is superior to edna in testing cases 221-223,
which are about the ontologies with no specialization, with a
flattened hierarchy, and the ontology with an expended hierar-
chy. A similar situation is shown in Figure 3(d), which com-
pares the performance on testing cases about ontologies with
different terminology, semantics, and structure characteristics.
Our method considers the contextual information based on
the ontology concept structure in calculating the strength
value of the correspondence so that it can effectively overcome
the problems of literal heterogeneity and information asym-
metry when dealing with testing cases 201-261. In particular,
our proposal has a certain competence with the most OAEI
competitors in the aspect of recall, i.e., in case 101-247, where
our approach can reach a level of 1.0 in recall value, indicating
that the ability to find reference alignments is strong. To
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Figure 3: Comparison with four single similarity measures in terms of recall, precision, and f -measure.
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improve the recall value and precision value, we introduce dif-
ferent ontology matching techniques to mine more potential
correspondences and excavate the relationship between differ-
ent arguments by support strength and disprove strength to
explore more correct correspondences. It is worth learning
that since the hypothetical goal of SF is to accurately obtain
a matching element for each element in the source ontology,
this method can get a higher recall rate.

Since our proposal takes into account each entity map-
ping’s preference on different matchers, the alignment
quality is relatively high. Figure 4 shows the result of the
comparison with OAEI’s participants in terms of f -mea-
sure, which indicates the certain comparability of our pro-
posal in the field of ontology matching system. To be
specific, the f -measure value generated by our proposal is

better than these OAEI’s participants owing to the fact that
we integrate the advantages of different basic similarity mea-
sures through DM so as to comprehensively consider the
matching problem from different perspectives in the ontol-
ogy matching process. To conclude, our proposal is able to
improve the result’s precision value significantly and, mean-
while, ensure a high recall value, which makes it outperforms
other competitors on various matching tasks.

4.2. Real Sensor Ontology. The five sensor ontologies used are
SSN, SOSA, IoT, SN, and OSSN, which are described in
Table 3, andmore details on them are presented in Section 2.1.

When matching the real sensor ontology, it can be seen
from Table 2 that our method can obtain almost the same
result as golden alignment. When matching the new SSN

0.9
1

0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1
0.9

101 201-202 221-237 248-261

Testing case

DM
AML
enda

LongMapLt

f-m
ea

su
re

Figure 4: Comparison with OAEI’s participants in terms of f -measure.

Table 2: Comparison on two pairs of real sensor ontologies with four matchers.

Matching
task

Ontology quality
measure

SF-based
matcher

Jaro-Winkler-based
matcher

WordNet-based
matcher

Levenshtein-based
matcher

Our
approach

SOSA-OSSN

Recall 0.50 1.00 1.00 1.00 1.00

Precision 0.20 1.00 0.67 1.00 1.00

f ‐measure 0.29 1.00 0.80 1.00 1.00

SOSA-SN

Recall 1.00 1.00 1.00 1.00 1.00

Precision 0.07 0.75 0.33 0.75 1.00

f ‐measure 0.13 0.86 0.50 0.86 1.00

SSN-IoT

Recall 1.00 1.00 1.0 1.00 1.00

Precision 0.01 1.00 0.33 1.00 1.00

f ‐measure 0.03 1.00 0.50 1.00 1.00

SSN-OSSN

Recall 0.35 1.00 0.97 1.00 0.97

Precision 0.06 0.94 0.80 1.00 1.00

f ‐measure 0.11 0.97 0.88 1.00 0.98

SSN-SN

Recall 0.56 1.00 1.00 1.00 1.00

Precision 0.02 0.90 0.52 1.00 1.00

f ‐measure 0.04 0.95 0.70 1.00 1.00
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and OSSN, our method gets a recall rate of 0.97. This is
because we assume that the alignment base is one-to-one.
That is to say, a concept in an ontology can only be mapped
to another one in another ontology, and vice versa. However,
in some practical tasks, the cardinality may be one-to-many.
For example, the concept “stimultium” in the new SSN is
mapped to the concept “stimultium” in OSSN, which is the
same as another assertion, “Sensor Input.” In our method,
it will no longer participate in the filtering process if the
“Stimulus” in the new SSN is first mapped to the “Stimulus”
in the original SSN in terms of ID (although the “Stimulus”
annotation in the new SSN is the same as the “Sensor Input”
annotation in the OSSN), which reduces the recall value of
our method. In our proposal, we make the three metrics to
reach the level of perfection.

5. Conclusion

Since artificial intelligence has greatly changed the data link
form, IoT technologies are making significant progress these
years, where ontology matching plays an advance role [47–
51]. As far as the quality of the ontology alignment is
concerned, the final alignment is composed of mappings.
Therefore, it is particularly important to extract correct map-
pings from the alignments produced by different matchers
and to filter out incorrect mappings. Different from the pre-
vious ontology meta-matching technology used by Xue et al.
[52, 53], the ontology alignment extraction technology using
DM considers the matching opinions of each basic matcher
to each mapping, so as to output the final alignment. The
sensor ontology extracting approach is aimed at finding
high-quality alignment from various sensor ontology align-
ments, which can be used to bridge the semantic gap between
heterogeneous sensor ontologies and integrate the knowledge
defined inside. To enhance the quality of alignment, we pro-
pose a novel sensor ontology extracting method, which uses
the debating mechanism. During various ontology matcher’s
debating processes, we propose to calculate both entity corre-
spondence’s global factor and local factor to determine its
judgment factor, which is able to enhance its confidence.
Although the experimental results show that our approach
is able to decide on high-quality sensor ontology alignments
effectively, there is still room for improvement. In the next
work, we will try to describe the similarity between matching
pairs by applying a new method and improve the extraction

method to make it more suitable for the characteristics of
the sensor ontology.

Data Availability

The data used to support this study can be found in http://
oaei.ontologymatching.org.

Conflicts of Interest

The authors declare that they have no conflicts of interest in
the work.

Acknowledgments

This work is supported by the Natural Science Foundation of
Fujian Province (No. 2020J01875), the Guangxi Key Labora-
tory of Automatic Detecting Technology and Instruments
(No. YQ20206), the Scientific Research Foundation of Fujian
University of Technology (No. GY-Z17162), and the
National Natural Science Foundation of China (Nos.
61773415, 61801527, and 61103143).

References

[1] R. Zhao, X. Wang, J. Xia, and L. Fan, “Deep reinforcement
learning based mobile edge computing for intelligent Internet
of things,” Physical Communication, vol. 43, p. 101184, 2020.

[2] M. Ye, Y. Wang, C. Dai, and X. Wang, “A hybrid genetic algo-
rithm for minimum exposure path problem of wireless sensor
network based on a numerical functional extreme model,”
IEEE Transactions on Cybernetics, vol. 65, no. 10, pp. 8644–
8657, 2016.

[3] T. Mavroeidakos and V. Chaldeakis, “Threat landscape of next
generation IoT-enabled smart grids,” in IFIP International
Conference on Artificial Intelligence Applications and Innova-
tions, pp. 116–127, Springer, Cham, 2020.

[4] S. De Dutta and R. Prasad, “Security for smart grid in 5G and
beyond networks,” Wireless Personal Communications,
vol. 106, no. 1, pp. 261–273, 2019.

[5] A. I. Ali, S. Z. Partal, S. Kepke, and H. P. Partal, “ZigBee and
LoRa based wireless sensors for smart environment and IoT
applications,” in 2019 1st Global Power, Energy and Communi-
cation Conference (GPECOM), pp. 19–23, Nevsehir, Turkey,
Turkey, June 2019.

Table 3: Main features of sensor ontologies.

Ontology
Number of
entities

Website

Semantic Sensor Network (SSN) ontology 55 https://www.w3.org/ns/ssn/

Sensor, Observation, Sample, and Actuator (SOSA)
ontology

42 http://www.w3.org/ns/sosa/

IoT-Lite (IoT) ontology 40
https://www.w3.org/Submission/2015/SUBM-iot-lite-

20151126

SensorOntology2009 (SN) ontology 152
https://www.w3.org/2005/Incubator/ssn/wiki/

SensorOntology2009

Original Semantic Sensor Network (OSSN) ontology 107 https://www.w3.org/2005/Incubator/ssn/wiki/SSN#Sensor

8 Wireless Communications and Mobile Computing

http://oaei.ontologymatching.org
http://oaei.ontologymatching.org
https://www.w3.org/ns/ssn/
http://www.w3.org/ns/sosa/
https://www.w3.org/Submission/2015/SUBM-iot-lite-20151126
https://www.w3.org/Submission/2015/SUBM-iot-lite-20151126
https://www.w3.org/2005/Incubator/ssn/wiki/SensorOntology2009
https://www.w3.org/2005/Incubator/ssn/wiki/SensorOntology2009
https://www.w3.org/2005/Incubator/ssn/wiki/SSN#Sensor


[6] S. A. A. Elmustafa and E. Y. Mujtaba, “Internet of things in
smart environment: concept, applications, challenges, and
future directions,” World Scientific News, vol. 134, no. 1,
pp. 1–51, 2019.

[7] A. Hameed and A. Leivadeas, “IoT traffic multi-classification
using network and statistical features in a smart environment,”
in 2020 IEEE 25th International Workshop on Computer Aided
Modeling and Design of Communication Links and Networks
(CAMAD), Pisa, Italy, Italy, September 2020.

[8] D. Glaroudis, A. Iossifides, and P. Chatzimisios, “Survey, compar-
ison and research challenges of IoT application protocols for
smart farming,” Computer Networks, vol. 168, p. 107037, 2020.

[9] G. Ramya andN. S. Lohitha, “The role and advancements of IoT
technology in smart farming for agribusiness,” Journal of the
Gujarat Research Society, vol. 21, no. 16, pp. 2404–2413, 2019.

[10] T. M. Fernández-Caramés and P. Fraga-Lamas, “A review on
the use of blockchain for the Internet of things,” IEEE Access,
vol. 6, pp. 32979–33001, 2018.

[11] H. Chen, “A cell probe-based method for vehicle speed estima-
tion,” IEICE Transactions on Fundamentals of Electronics.
Communications and Computer Sciences, vol. 103, no. 1,
pp. 265–267, 2020.

[12] C. H. Chen, F. J. Hwang, and H. Y. Kung, “Travel time predic-
tion system based on data clustering for waste collection
vehicles,” IEICE Transactions on Information and Systems,
vol. 102, no. 7, pp. 1374–1383, 2019.

[13] C. H. Chen, “An arrival time prediction method for bus
system,” IEEE Internet of Things Journal, vol. 5, no. 5,
pp. 4231-4232, 2018.

[14] J. Hill and D. Culler, AWireless Embedded Sensor Architecture
for System Level Optimization. UC Berkeley Technical Report,
University of California, Berkeley, CA, USA, 2001.

[15] J. Rabaey, J. Ammer, J. L. Da Silva, and D. Patel, “PicoRadio:
ad-hoc wireless networking of ubiquitous low-energy sensor/-
monitor nodes,” in Proceedings IEEE Computer Society Work-
shop on VLSI 2000. System Design for a System-on-Chip Era,
pp. 9–12, Orlando, FL, USA, USA, April 2000.

[16] J. M. Kahn, R. H. Katz, and K. S. J. Pister, “Next century chal-
lenges: mobile networking for “smart dust”,” in Proceeding of
the 5th Annual ACM/IEEE International Conference onMobile
Computing and Networking, pp. 271–278, Seattle, WA, USA,
August 1999.

[17] G. Asada, M. Dong, T. S. Lin et al., “Wireless integrated net-
work sensors: low power systems on a chip,” in Proceeding of
the 24th European Solid-State Circuits Conference (ESSCIRC
1998), pp. 9–16, Hague, Netherlands, 1998.

[18] A. Sheth, C. Henson, and S. S. Sahoo, “Semantic sensor web,”
IEEE Internet Computing, vol. 12, no. 4, pp. 78–83, 2008.

[19] X. Xue, “A compact firefly algorithm for matching biomedical
ontologies,” Knowledge and Information Systems., vol. 62,
no. 7, pp. 2855–2871, 2020.

[20] X. Xue and J. Chen, “Optimizing sensor ontology alignment
through compact co-firefly algorithm,” Sensors, vol. 20, no. 7,
p. 2056, 2020.

[21] M. Achichi, M. Cheatham, Z. Dragisic et al., “Results of the
ontology alignment evaluation initiative 2016,” in 11th
International Workshop on Ontology Matching (OM 2016),
pp. 73–129, Kobe, Japan, 2016.

[22] P. Shvaiko and J. Euzenat, “Ontology matching: state of the art
and future challenges,” IEEE Transactions on Knowledge and
Data Engineering, vol. 25, no. 1, pp. 158–176, 2013.

[23] G. Alexandru-Lucian and A. Iftene, “Using a genetic algorithm
for optimizing the similarity aggregation step in the process of
ontology alignment,” in 9th Roedunet International Confer-
ence, pp. 43898–43907, Sibiu, Romania, 2010.

[24] X. Xue and J. Liu, “A compact brain storm algorithm for
matching ontologies,” IEEE Access, vol. 8, pp. 551–556, 2020.

[25] X. Xue and J. Liu, “Collaborative ontology matching based on
compact interactive evolutionary algorithm,” Knowledge-
Based Systems, vol. 137, pp. 94–103, 2017.

[26] X. Xue and X. Yao, “Efficient user involvement in semi-
automatic ontology matching,” IEEE Transactions on Emerg-
ing Topics in Computational Intelligence, vol. 2018, pp. 1–11,
2018.

[27] X. Xue, J. Chen, and X. Yao, “Ontology alignment based on
instance using NSGA-II,” Journal of Information Science,
vol. 41, no. 1, pp. 58–70, 2014.

[28] X. Xue, J. Chen, and J. S. Pan, Evolutionary Algorithm Based
Ontology Matching Technique, Science Press, Beijing, 2018.

[29] X. Xue and Y. Wang, “Using memetic algorithm for instance
coreference resolution,” IEEE Transactions on Knowledge
and Data Engineering, vol. 28, no. 2, pp. 580–591, 2016.

[30] X. Xue and A. Ren, “An evolutionary algorithm based ontol-
ogy alignment extracting technology,” Journal of Network
Intelligence, vol. 2, no. 2, pp. 205–212, 2017.

[31] P. M. Dung, “On the acceptability of arguments and its funda-
mental role in nonmonotonic reasoning, logic programming
and n-person games,” Artificial Intelligence, vol. 77, no. 2,
pp. 321–357, 1995.

[32] X. Xue and Y. Wang, “Optimizing ontology alignments
through a memetic algorithm using both MatchFmeasure
and unanimous improvement ratio,” Artificial Intelligence,
vol. 223, pp. 65–81, 2015.

[33] J. Euzenat and P. Shvaiko, “Classifications of ontology match-
ing techniques,” in Ontology Matching, pp. 73–84, Springer,
2013.

[34] W. E. Winkler, “The state of record linkage and current
research problems,” in Statistical Research Division, Bureau
of the Census, 1999.

[35] J. Oliva, J. I. Serrano, M. D. del Castillo, and Á. Iglesias,
“SyMSS: a syntax-based measure for short-text semantic simi-
larity,” Data & Knowledge Engineering, vol. 70, no. 4, pp. 390–
405, 2011.

[36] V. Mascardi, A. Locoro, and P. Rosso, “Automatic ontology
matching via upper ontologies: a systematic evaluation,” IEEE
Transactions on Knowledge and Data Engineering, vol. 22,
no. 5, pp. 609–623, 2009.

[37] T. Pedersen, S. Patwardhan, and J. Michelizzi, “WordNet:
similarity-measuring the relatedness of concepts,” AAAI,
vol. 4, pp. 25–29, 2004.

[38] J. Gao, B. Zhang, and X. Chen, “A WordNet-based semantic
similarity measurement combining edge-counting and infor-
mation content theory,” Engineering Applications of Artificial
Intelligence, vol. 39, pp. 80–88, 2015.

[39] G. Pirrro and N. Seco, “Design, implementation and evalua-
tion of a new semantic similarity metric combining features
and intrinsic information content,” in On the Move to Mean-
ingful Internet Systems: OTM 2008, pp. 1271–1288, Springer,
2008.

[40] L. Meng, R. Huang, and J. Gu, “An effective algorithm for
semantic similarity metric of word pairs,” International

9Wireless Communications and Mobile Computing



Journal of Multimedia and Ubiquitous Engineering, vol. 8,
no. 2, pp. 1–12, 2013.

[41] V. I. Levenshtein, “Binary codes capable of correcting dele-
tions, insertions and reversals,” Soviet Physics-Doklady,
vol. 10, no. 8, p. 707, 1996.

[42] W. W. Cohen, P. Ravikumar, and S. E. Fienberg, “A compari-
son of string distance metrics for name-matching tasks,” in
Proceedings of the IJCAI-2003 Workshop on Information Inte-
gration on the Web (IIWeb-03), pp. 73–78, Acapulco, Mexico,
2013.

[43] S. Melnik, H. Garcia-Molina, and E. Rahm, “Similarity flood-
ing: a versatile graph matching algorithm and its application
to schema matching,” in Proceedings of 18th International
Conference on Data Engineering, pp. 117–128, Los Alamitos,
CA, USA, February 2002.

[44] G. A. Miller, “WordNet,” Communications of the ACM,
vol. 38, no. 11, pp. 39–41, 1995.

[45] X. Xue and X. Yao, “Interactive ontology matching based on
partial reference alignment,” Applied Soft Computing, vol. 72,
pp. 355–370, 2018.

[46] X. Xue and J. Chen, “Using compact evolutionary tabu search
algorithm for matching sensor ontologies,” Swarm and Evolu-
tionary Computation, vol. 48, pp. 25–30, 2019.

[47] Z. G. du, J. Pan, S. Chu, H. J. Luo, and P. Hu, “Quasi-affine
transformation evolutionary algorithm with communication
schemes for application of RSSI in wireless sensor networks,”
IEEE Access, vol. 8, pp. 8583–8594, 2020.

[48] S. Chu, T. Dao, and J. Pan, “Identifying correctness data
scheme for aggregating data in cluster heads of wireless sensor
network based on naive Bayes classification,” EURASIP Jour-
nal on Wireless Communications and Networking, vol. 2020,
no. 1, 2020.

[49] H.-C. Huang, S.-C. Chu, J.-S. Pan, C.-Y. Huang, and
B.-Y. Liao, “Tabu search based multi-watermarks embedding
algorithm with multiple description coding,” Information
Sciences, vol. 32, pp. 3379–3396, 2011.

[50] J. Pan, P. Hu, and S. Chu, “Novel parallel heterogeneous meta-
heuristic and its communication strategies for the prediction
of wind power,” Processes, vol. 7, no. 11, p. 854, 2019.

[51] P. Song, J. Pan, and S. Chu, “A parallel compact cuckoo search
algorithm for three-dimensional path planning,” Applied Soft
Computing, vol. 94, article 106443, 2020.

[52] X. Xue and J. Pan, “A compact co-evolutionary algorithm for
sensor ontology meta-matching,” Knowledge and Information
Systems, vol. 56, no. 2, pp. 335–353, 2018.

[53] X. Xue, H. Yang, J. Zhang, J. Zhang, and D. Chen, “An auto-
matic biomedical ontology meta-matching technique,” Journal
of Network Intelligence, vol. 4, no. 3, pp. 109–113, 2019.

10 Wireless Communications and Mobile Computing


	Integrating Sensor Ontologies with Global and Local Alignment Extractions
	1. Introduction
	2. Sensor Ontology and Ontology Alignment Extraction
	2.1. Sensor Ontology
	2.2. Ontology Alignment Extraction

	3. Debate Mechanism-Based Ontology Alignment Extraction
	4. Experiment
	4.1. Experimental Configuration
	4.2. Real Sensor Ontology

	5. Conclusion
	Data Availability
	Conflicts of Interest
	Acknowledgments

