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Human activity is almost always intentional, be it in a physical context or as part of an interaction with
a computer system. By understanding why user-generated events are happening and what purposes they
serve, a system can offer a significantly improved and more engaging experience. However, goals cannot
be easily captured. Analyzing user actions such as clicks and purchases can reveal patterns and behaviors,
but understanding the goals behind these actions is a different and challenging issue. Our work presents a
unified, multidisciplinary viewpoint for goal management that covers many different cases where goals can
be used and techniques with which they can be exploited. Our purpose is to provide a common reference point
to the concepts and challenging tasks that need to be formally defined when someone wants to approach a
data analysis problem from a goal-oriented point of view. This work also serves as a springboard to discuss
several open challenges and opportunities for goal-oriented approaches in data management, analysis, and
sharing systems and applications.
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1. INTRODUCTION

A fundamental aim of most information systems is to provide users with the infor-
mation that best serves their needs. Retrieving items related to a keyword query
[Bergamaschi et al. 2011], similar to an example [Mottin et al. 2014], related to ex-
isting results [Bi et al. 2015], proposing related queries [Cheema et al. 2014], and
recommending items [Zhang and Wang 2015] are examples of alternative approaches
serving this purpose. To be successful, the systems analyze user actions (e.g., clicks),
user logs (e.g., past queries), or preferences explicitly stated (e.g., ratings), with the aim
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of deriving knowledge that will help understand the user needs and drive the selection
of items, the recommendation of elements, and the actions of the system.

A limitation of such approaches is that they do not take into consideration the goals,
that is, what the user wants to fulfill when performing an action. By action, we mean
a specific query, a purchase, a selection of a document from a result set, a request for a
recommendation, and so forth. It has already been recognized that behind every action
in real life, there is a goal to be fulfilled [Newell 1982]. Goals rationalize and provide
context and meaning to actions; thus, they have become a topic of extensive studies in
sociology, psychology, and cognitive science [Austin and Vancouver 1996; Sadri 2014;
Sen et al. 1986; Thompson and McEwen 1958]. A goal is fulfilled through a sequence of
actions. A specific action may serve different goals, and a goal may be fulfilled through
different action sequences. Thus, in information systems, characterizing an element as
interesting or relevant to a user based only on the knowledge of past actions does not
suffice. It is important to consider the reasons that these actions have been performed.
In other words, to serve information that is a better fit to the user expectations, systems
need to take into account user goals.

Goals have already been captured and applied to improve the effectiveness of a
number of different applications [Papadimitriou et al. 2015]. Intelligent interfaces
[Lieberman 2009] is one such example, in which the system tries to guess what the
user intends to do from a single or from a number of user actions, and then adjusts
the interface options accordingly so that the user can achieve the intended task faster
and more conveniently. Story generators and computer games [Gold 2010; Meehan
1981] are extensively using techniques to guess the user goal and adjust the way the
story is going to evolve in the future. Predictions of interactions and next actions, such
as queries, likes, purchases, downloads, and comments [Chelmis and Prasanna 2012;
Cheung and Lee 2010; Sadikov et al. 20101, are also benefiting from the consideration
of goals. Goals have also been used in real environment applications, for instance, in
applications that help the elderly. There, when the system recognizes a goal, it can
suggest or even perform certain actions that will help the elder successfully fulfill the
intended tasks [Geib and Goldman 2001; Jarvis et al. 2004].

There are few surveys on goal exploitation, and they focus mainly on goal recognition.
One of these surveys studies ways through which a goal can be recognized by observing
the actions that a system agent performs and provides an overview of techniques on
how the recognized goals can be used in decision making [Anh and Pereira 2013].
Along the same lines, another survey emphasizes plan recognition and probabilistic
methods [Armentano and Amandi 2007], while a third one approaches the challenge
of goal recognition through logic-based formalisms [Sadri 2014]. All of these works
are agent oriented; thus, they consider approaches typically employed by agents. They
have an Artificial Intelligence (AI) flavor, ignoring issues like performance or usability.
Furthermore, they have not considered works in areas like recommendation systems
or information retrieval, and it is hard to see how the presented approaches can be
adopted by other areas. Finally, they do not provide any generic formal definition of
what a goal is, nor do they define related concepts.

We believe that goals can offer a great opportunity for improving the effectiveness
of a number of data management systems [Papadimitriou 2016]. Many such systems
nowadays are highly interactive, and the user actions can be recorded and leveraged
so that the systems become more proactive, adaptive, and efficient. Traditional query
processing, for instance, is based on the identification of the elements in the repository
that satisfy the query conditions. Knowing the goals that a user is trying to fulfill,
the system may restrict further the results to only those that are of real value to the
user. This can be applied also in big data analytics and interactive data exploration,
where results can be offered that better fit the user needs and expectations. As another
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example, recommendation systems are based on past users’ actions to identify and
recommend possible elements of interest. By nature, these systems recommend items
that are as close as possible to the user’s history or the user’s environment. Through
goals, they can be adapted to also consider the future, by proposing items not because
they are similar to something in the user’s past, but because they help in fulfilling the
user plans for the future. This same argument applies in information retrieval, where
goals may be exploited to enhance the retrieved results with additional items that help
fulfill a certain user goal.

The aim of this work is to provide an extensive and comprehensive study of the
techniques and the ways that goals have been used in different fields, in order to
provide the required background and framework for exploiting goals in building better
data management systems. For this, we do not focus only on a specific area or discipline,
but we study all the goal-related approaches together under a single prism. To the best
or our knowledge, we are the first to provide such a complete and global study alongside
a generic formal definition of goals and the related concepts. We intend to enable the
exploitation of goal management methods in fields that have not considered goals in
the past, significantly improving in that way their functionality. We show that this is
possible and present the mechanisms for achieving it.

In a goal-aware system, there are three different tasks that the system should be
able to perform. First, it has to be able to model and store user goals. Second, it should
be capable of identifying the goals given a set of observed actions that the user has
performed. Recall that goals are rarely mentioned explicitly or communicated, but
instead exist in the users’ minds. Last, but not least, the system should be able to
exploit the recognized goals and adapt its functionality and output accordingly.

We organize our study around these three main axes as follows:

Goal modeling. To exploit goals, a system needs, first of all, to obtain a collection
of goals alongside the knowledge of how these goals can be fulfilled. Goal modeling is
challenging. Several approaches have been studied in applications and environments
phenomenally disconnected. For example, we meet goals in (1) software for comput-
ers or other electronic devices (e.g., for providing intelligent interfaces); (2) the web
as a collection of resources, where goals can be incorporated into query answering;
(3) limited physical environments, where one or more sensor-based intelligent systems
act (e.g., activity recognition sensors that send personalized activity reminders); and
(4) physical locations monitored by sensors (e.g., an airport monitored for suspicious
behavior).

We categorize goal modeling approaches according to the source of data used for the
construction of the model. In particular, we consider those that are based on

—complete records of all the required information about goals, actions, and plans;

—taxonomy records containing actions matched to classes of a goal taxonomy;

—corpuses containing all the information for a subset of the goals, actions, and so forth;
and

—behavior theories providing all the required information about human goals and
actions within a specific environment.

Goal recognition. To recognize goals, one needs to observe user actions within an
environment and identify patterns that lead to the satisfaction of user goals. User
actions include queries, purchases, menu item selections, free-text input, preference
statements, publishing multimedia objects, moves in a natural environment or moves
of certain human parts, user interactions, and so forth. Data mining techniques, such
as association rules that could capture knowledge in the form of “a set of actions X is
followed by the set of actions Y with high probability,” can provide useful correlations
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among observed actions and system conditions. However, they cannot answer the ques-
tion of “what the user wants to achieve with these actions,” that is, identify and assign
a goal to these actions [Wilcox and Bush 1992]. Goal representation is tightly coupled
to goal recognition, and thus, we study them together.

Goal exploitation. Understanding a user’s goal as the user interacts with the system
can help the system to adapt its operation, personalize its responses, and facilitate the
user in achieving his or her goal. For instance, imagine a user of a text editor, who opens
the submenu for tables but changes nothing, then checks the printing settings a couple
of times. The user is probably trying to print a table so that it fits the page. Knowing the
user goal, the system can facilitate, for example, by highlighting related menu options.
Exploitation of goals can save the user from performing irrelevant steps, or putting
in extra effort, and the system from unnecessary operations and costly computations
[Armentano and Amandi 2009; Carberry 1983; Gold 2010; Zhe et al. 2010]. Or it can
make available knowledge, information, or any other type of response that is derived
consider the current goal of the user [Broder 2002; Maragoudakis et al. 2007; Sadikov
et al. 2010].

The exploitation of goals in practice is strongly dependent on the application scenario.
We categorize existing approaches across two dimensions:

—Exploitation through dynamic environment changes, that is, changes in the environ-
ment states by taking into consideration the inferred goal(s)

—Exploitation through system responses, that is, responses to user requests performed
by algorithms that embrace goals into their core functionality (i.e., the system per-
forms its tasks considering the inferred goal)

Goals can be exploited at any given point of a system’s lifecycle. During requirement
specification, goal-oriented approaches aim at capturing the objectives a system should
achieve [Mylopoulos et al. 1999]. Since the focus of this study is on systems, we do not
consider such works. Furthermore, we do not consider studies on goals and human
behavior from a psychological and sociological perspective.

The article is organized as follows. Section 2 provides a unified overview of goals
and the related concepts. This section is meant to offer a formal concept map that
can work as a reference point for any goal-aware system. Section 3 presents different
techniques for goal modeling and recognition. Section 4 describes how the tasks and
concepts described in Section 2 have been exploited so far by the existing systems and
explains the benefits they offer to the functionality of the applications. Finally, Section 5
discusses several open challenges and opportunities for goal-enhanced approaches in
data management and analysis.

2. GOAL-AWARE SYSTEMS
2.1. Key Concepts

Before studying the way goals have been used, it is necessary to establish a common
terminology and formally define a number of concepts.

We assume the existence of a countable set U of actors, which can be persons or
(software) agents. Actors live and operate in an environment, performing actions that
affect it. Environments can be natural, such as a room monitored by sensors, or virtual,
that is, created by a computer program. To realize the effects that actions have on an
environment, we assume that an environment has a countable number of states. The
states are specified by a number of factors that are modeled as variables. In particular,
we assume the existence of a countable set V of variables. Each variable v € V is
associated with a domain D,, the values of which are the possible instantiations of the
variable and are referred to as the states of the variable.
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Definition 2.1. An environment E is a finite set {vi, ve, ..., vp}CV. The variables
v1, Vo, ..., v, are referred to as the environment variables and the number %, denoted
as |E|, is the cardinality of the environment. A state, or instance, of the environment is
aset {S,,, Sy, ..., Sy}, with S, € D,,, fori = 1..%.

The symbol S¥, or simply S, will denote the set of all possible states that an envi-
ronment E can be. The state of an environment is changed by actions performed by
the actors or by external factors, for example, a variable that represents time changes
independently of any actor actions.

Definition 2.2. An action is a function act:S¥ — S¥, expressed as a conjunction of
“v=S,” pairs, where v is an environment variable of E and S, € D,.

For brevity, we will write (vy, ..., v;) i (Syy, ..., Sy)todenote vy = Sy, A---Av; =S,
Furthermore, if for an action act, it holds that act(S) = S, where S € SE, then the action
will be said to have no effect on the environment state. Finally, the symbol A will be
used to denote the set of all possible actions.

Example 2.3. Consider an environment E={place, time, status} that describes the
position of a person at some point in time, and whether he or she is alone or not. Assume
that at the current moment it is night and the person is at the sea alone. The current

state of the environment is S, = {“Sea”, “Night”, “Alone”}. An action (time) i (“Day”)
will bring the environment into the new state S,., = {“Sea”,“Day”, “Alone”}, while
the action (place) i (“Mountain”) will lead into the new state S,., = {“Mountain”,
“Night”’ “Alone”}.

By definition, an action can always be executed. However, there are many practical
scenarios in which it is important to restrict when this can happen. For this reason, an
action may be associated to a set of preconditions for its execution.

The actions that the actors perform are not random but are performed for a reason;
that is, the actor wants to achieve a goal.

The term goal has been defined in different contexts as the point that marks the
end of a process, the purpose toward which an endeavor is directed, an objective,! or
a desired state of affairs. All these definitions converge into a generic description of a
goal as one or more desired states described through some common properties.

Definition 2.4. A goal g in an environment E is a Boolean expression of environment
variables of E. The goal is fulfilled (or achieved or satisfied) in a state S of the environ-
ment E, and denoted as Skg, if after the replacement of each environment variable in
the Boolean expression g with its state in S, the expression evaluates to true. The set
of all possible goals is denoted by G.

Example 2.5. Consider the environment of Example 2.3 and the desire of the person
to go to the mountains during the day. This desire can be modeled as the goal g:
((place = “Mountain”) A (time = “Day”)). Note that the goal is independent of the state
of the variable “status.”

In order to fulfill their goals, actors are typically making plans on what actions to
perform. This is known in the literature as the operationalization of a goal [Dalpiaz
et al. 2014].

Definition 2.6. A plan is a sequence (acty, acte, . . ., act,) of actions. The operational-
ization of a goal g in an environment E with a state S is a plan (acty, acty, ..., act,) for

Thttp://dictionary.cambridge.org, http://oxforddictionaries.com.
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which S’'=act,(act, 1(. . .acta(act1(S))...)) and S’|=g. Such a plan is also referred to as a
successful plan for this goal. Lack of a successful plan makes the goal infeasible.

Example 2.7. The plan that consists of the two actions mentioned in Example 2.3,
in any sequence, is a successful plan for the goal g: ((place = “Mountain”) A(time =
“Day”)) since the final state of the system after the execution of these two actions is
S’ = {“Mountain”, “Day”, “Alone”}, which satisfies the goal. The plan with the additional

action (status) pai (“WithCompany”) is also a successful plan since it brings the system

in the state S” = {“Mountain”, “Day”, “WithCompany”}, which also satisfies the goal.

The implementation (or execution) of the plan is the execution of its actions. The
lifetime of a goal consists of the states that the environment goes through from the
time a goal was set to the time a state was reached in which the goal is satisfied.

People often talk about how close they are in achieving a goal, or to what degree a
goal is fulfilled. Hence, there is a notion of proximity between the current state of the
environment and the set of states that satisfy the goal, that is, the set S, = {S| Skg}.
To quantify this proximity, we assume the existence of a fulfillment function, scrg:S—
[0, 1], which is a scoring function with scrg(S) = 1, for every S € Sg, and scry(S) # 1
otherwise. Such a scoring function is typically goal and application specific, since it
depends on what factors of the environment are considered important and how much.
A goal is partially fulfilled with respect to a state S if the value of this goal fulfillment
function for the specific state is in (0, 1).

In some cases, actors set goals that have no clear specification on when they are
fulfilled. These types of goals are called soft goals, a term originally proposed in the field
of goal-oriented requirements engineering [Mylopoulos et al. 1999], to be distinguished
from the “hard” goals introduced in Definition 2.4, which are based on a Boolean
function.

Definition 2.8. A soft goal is a function g:S¥ — R.

Intuitively, a soft goal provides a way to quantify whether one state of an environment
is preferable to another, but there is no state in which it can be said that the goal has
been satisfied. Due to this fact, a fulfillment function cannot be computed. However,
between two states S; and Se, it is typically said that the state S; has better fulfilled
the soft goal g than S, if and only if g(S7) > g(Ss).

Example 2.9. An example of a soft goal is web searching in which users search for
resources in order to get informed about a topic. For this purpose, the actions they per-
form are to submit keyword queries and click on the available web resources. It is hard
to say that at some point the goal has been fulfilled (i.e., that the user knows everything
about the topic). However, in an environment defined by features such as the diversity
of the web resources, the position of the keywords within a page, and so forth (refer
to Section 3.2, especially Model Construction & Table I for more examples), it can be
defined as a function having as parameters a subset of the environment variables, that
is, the goal function, to return whether one environment state is preferable to another.
The environment states are actually matched to a number of web resources. According
to the selected state, the respective web resources become available to the user.

Setting goals means typically some commitment to perform a sequence of actions for
achieving that goal. The term intention is used to capture that commitment.

2.2. System Components and Tasks

We consider systems that allow us to store, retrieve, and discover information and
knowledge from a data repository. In the physical or virtual workspace defined by the
system, actors perform actions, such as submitting searches or sending requests (e.g.,
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Fig. 1. A goal-aware system architecture.

for services), and the system responds by changes in the environment, services, or data
in its environment. The actors are users or other systems/applications that interact
with the system. Thus, the systems we consider are interactive.

The pink-colored part of Figure 1 illustrates the typical components of such a system.
The bottom part is the data repository in which all the data is stored. This data is
accessed by the main component of the system, the System Engine. The System Engine
implements the main functionality of the system, that is, runs the main algorithms.
A data analytics system would include in that component algorithms for data mining,
text analytics, and statistical analysis that will be running over the stored data. A
recommendation system would comprise different recommendation methods, while a
traditional database system would entail methods for accessing the underlying data
based on the specifications of the actor’s queries.

Actors’ actions support a goal that the actors want to achieve. For example, a user
that poses a query “europabank, credit card, pay” is likely looking to pay the monthly
statement balance rather than finding the cost for a new card. Respectively, the user
would expect results that are different from the results when he or she tries to find the
cost for a new card.

A system that ignores goals, that is, a goal-agnostic system, misses the big picture
(i.e., “why is the actor doing this?”), and hence it cannot help the user as effectively as
possible. In our earlier web search example, that would signify an increased user effort
to achieve the goal. Knowing actors’ goals can help the system understand their actions
and adapt its behavior and functionality to a goal faster and more effectively, resulting
in better system resource usage and user experience. A goal-aware system would re-
quire the components to record the goal-related information, analyze it, and then use
the analysis results to recognize the goals of the actors and respond accordingly. These
components are shown in green in Figure 1.

Goal Data Collector. In any data management system that allows interactions, it
is common to track past user actions in the data repository. In a similar way, a goal-
aware system also keeps information on the goal each such action serves (whenever it is
available) and when these goals have been fulfilled. Consequently, the data repository
is extended with the goal repository that contains information about the goals and the
ways they can be operationalized, their actions, their preconditions, and their effects.
Actions may be recorded directly in log files or indirectly, that is, via changes in the
values of environment variables (e.g., temperature tracked by a sensor). Alternatively,
goal data can be gathered from experts or user annotations. Figure 2(a) shows several
alternatives for collecting goal data.

Goal Model Constructor. Goal data can be used to create the so-called goal model,
which is a model used to recognize and subsequently to exploit the actor goals. The
goal model construction can be done either in a top-down fashion, where experts or
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Fig. 2. Methods that may be employed during goal modeling and goal recognition.

actors themselves explicitly state their goals and actions, or in a bottom-up fashion,
where models are constructed by observing and analyzing the actions of the actors
in the system. The goal model is constructed offline and may be updated periodically
as new actions and their goals are recorded in the goal repository. Figure 2(b) shows
alternative approaches for building goal models. The goal data collector and the goal
model constructor make up the goal modeling operations of a goal-aware system.

Goal Recognizer. With the goal model constructed, the next challenging task is
the goal inference or recognition, that is, the ability to infer the goal(s) that an actor is
currently pursuing by observing his or her actions [Sadri 2012]. The task is challenging
because the actions provide only partial information. The idea is to recognize the goal
way before all the actions that operationalize the goal have been completed. Depending
on whether or not the actor wants to disclose the goals, the task can be characterized
as intended, in which the actor tries to communicate his or her goals to the system;
keyhole, in which the actor is unobtrusively observed and does not attempt to impact
the recognition process; and adversarial, in which the actor is hostile and tries to hide
his or her actual goal [Geib and Goldman 2001]. An example of the intended case are
the natural language dialogues, where speakers explicitly try to communicate their
goals. An adversarial example is cases of computer security and information warfare,
where the actor tries to hide his or her intentions and the system tries to predict them
in order to identify possible attacks. Finally, an example of the keyhole case is in query
answering systems where users interact normally with the system without explicitly
expressing their goals or hiding them from the system. Moreover, apart from the user’s
effort to keep his or her goals unrevealed, there are cases where we have partial
observability of the environment for reasons such as sensor limitations, uncertain
action logs, or privacy issues. In these cases, the matching between the actions that
are actually performed and what is observed in the environment is not deterministic,
making goal recognition more challenging [Hoelzl et al. 2012; Keren et al. 2016b]. For
instance, an action may be matched to more than one set of effects on the environment.
Figure 2(c) shows alternative goal recognition approaches for different goal models.

Plan recognition is an extension of goal recognition that aims at identifying not
just the goal but also the plan followed by the observed actor in order to achieve
his or her goal. In the basic case, it is assumed that an actor is pursuing a single
goal using a deterministic set of actions; hence, a plan can be identified by match-
ing these actions against the actions in a goal model such as a plan library repre-
senting the operationalization of the various goals. This decision cannot be done with
complete certainty either, because the observations match partially and are not enough
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to make a firm decision, or because the representations themselves are incomplete or
uncertain.

Goal Exploitation Component. The recognized goal (and possible plan) can be
exploited at runtime by the system algorithms. The module can select the responses to
provide in order to drive the actor toward the fulfilment of the set goal. We highlight
that the system “responses” are not necessarily returned data. They may be actions
that the system takes even if not explicitly requested by the actor, for example, as
performed by intelligent interfaces. This means that the goal exploitation module may
provide different responses to the same request if the identified goals are different or
if different plans are used for the operationalization of the goals. In a query answering
system (e.g., a web search engine), the results retrieved with the existing techniques
are all related to the query in general, but based on the goal that has been recognized,
some may be more important than others. Thus, the results can be further processed
to keep only those that will enable or facilitate the goal fulfillment. To achieve this
functionality, the main system component (system engine) that performs data selection
should be aware of the identified goal, its operationalization choices (i.e., the plans that
lead to goal fulfillment), and the interaction history of the specific actor.

Note that goal exploitation is not necessarily an additional processing step. Existing
algorithmic techniques can be adapted (or novel techniques can be designed) to take
goals into consideration by performing the respective reasoning (that requires goal
modeling and recognition) that has just been described.

3. GOAL MODELING AND RECOGNITION

Goal models, and by extension goal recognition techniques, are not restricted to a cer-
tain application scenario. The same modeling method can be used in different goal ex-
ploitation scenarios. The available data based on which the goal models are constructed
together with the needs of the system determine the goal modeling approaches that
can/should be used. Based on the main source of goal data used for the construction
of the models, goal models can be clustered into models derived from complete records,
taxonomies, corpuses (training data), and behavioral theories. In these methods, dif-
ferent ways to collect the goal data are applied, as we will see (Figure 2(a)). We also
consider another alternative, collecting goal data from text corpuses. Text analysis is
not offering a complete solution for goal modeling and inference. However, as we will
see, challenging issues in terms of data management get raised by the discovery of goal
knowledge in text data.

For each goal model type, we present the most common techniques for constructing
the model based on the goal data, and for inferring the goals based on the current
observations (goal inference). As we will see in Section 5, there is ground for further
study and development of techniques for data management needs.

3.1. Based on Complete Records

Approaches based on complete expert records assume that experts provide all the in-
formation needed for building a model sufficient to match any set of observations to a
latent goal (and possibly to a plan) within the examined environment. Goal recognition
proceeds as follows. Initially, all the goals that require the actions observed so far are
considered as candidates. As the actor continues to perform more actions, some of the
candidate goals become logically infeasible due to missing actions in their implementa-
tion plans, violated preconditions, or other observations. These goals are excluded from
the candidate set reducing the search space. During the check for the goal infeasibility,
logic-based reasoning (mainly logic abduction) can be employed to provide explanations
of the observations [Sadri 2012] when this is possible. The goal recognition task does
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Problem Domain hacking

Goal notation (theft), (vandalism)

Actions Description
(reconnaissance)reﬁgn(“true”) make a reconnaissance, scan

the system to determine vul-
nerabilities

break — in . Q\delel‘,ed—logs

(breakedIn) = (“true”) exploit the system weaknesses

in — t . .
(root)gam—> oo (“true”) gain entry break in escalate

privileges gain root
(emportDataRoot)sgal(“true” export desired data root
d — web .

(exportData)mo ue page(“true’ Yexport desired data
(deleted — logs)de—c>m(“true”) hide traces of presence

~\Adeleteclflogs

Fig. 3. Example of hierarchical plan library.

not always lead to some conclusion, but when it does, it returns one and only one goal.
We identify three categories of approaches based on complete records: (1) plan libraries,
(2) consistency graphs, and (3) action-centric representations.

3.1.1. Plan Libraries. Plan libraries could be characterized as a set of recipes describing
alternative plans for implementing a set of goals in which the developers of the goal
recognition system are interested. They contain information about (1) the set of actions
that an actor is allowed to perform and (2) the preconditions of each action alongside
its effect on the environment [Carberry 2001]. Plan libraries have to be complete, that
is, to exhaustively describe all the actions that may be performed in the domain under
study and all the alternative plans for all the possible goals. Moreover, they have to be
correct since they lack mechanisms for handling inconsistencies [Sadri 2012].

Model Construction. The construction of a plan library demands a lot of effort by
experts who master the problem domain. In general, experts try to organize the goals
and actions into plans in a way that enables the generalization of the plans to cover
new facts. Even psychological theories about how human observers understand the
actions of others have been used in the task [Schmidt et al. 1978]. In many cases, the
domain experts perform closed-world reasoning [Kautz 1991]; that is, they isolate a
part of the world in which they are mainly interested and focus on the minimum sets
of independent plans that explain the observations and are sufficient for fulfilling the
goals of the observed agents.

Simple plan libraries may be represented as rules of the form g = acty, acts, . . . act,,
where g denotes a goal, and act; .. .act, is the sequence of actions that make up the
operationalization of the goal. Actions in the literature may be represented as predi-
cates; for example, land(jet101, airbasel) describes the action of landing of jet101 to
airbasel [Sadri 2012]. Respectively, in a simple environment E (refer to Section 2.1),

the action lande A, for instance, would be defined as (jet101z,.) fand (“airbasel”), where
Jjetl01Loc € E and Djs10110c = {airbasel, airbase2, airbase3}.

Plan libraries can take a hierarchical form as well. Figure 3 depicts a simple hi-
erarchical plan library capturing hacker goals in a web system [Geib and Goldman
2001]. On the left, the goals and the actions (together with a short description) are
shown. On the right, the actual library is illustrated as two diagrams that correspond
to two plans for the goals: (theft) and (vandalism). As we see, the actions in the plans
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are not sequential; there exist links that determine ordering constraints among the
actions.

Moreover, dashed lines represent the fact that a change in the environment is ob-
served after the execution of an action (i.e., the action postconditions are illustrated).
For instance, if clean is executed, a change in the environment will be observed; that is,
the deleted-logs value will change from “false” to “true.” This information about action
effects can be critical to inferring the execution of unobserved actions (all actions except
for clean are not observed). For example, in Figure 3, the ordering constraints allow us
to conclude that in order for clean to be performed without being observed, an earlier
unobserved break-in should also occur.

Goal Inference. Goal inference using plan libraries requires the detection of the
plan that is consistent with the current observations. The correctness and completeness
of the library is of major importance for the inference task. If the observations can be
matched to more than one plan, the system should either wait until one or more actions
exclude all the candidate plans but one, or return all the matching candidate plans.
This approach is extremely sensitive to noise. One misidentified action may cause the
exclusion of the real plan from the candidate set of solutions. However, inference in plan
libraries is not always straightforward. In cases of adversarial recognition, in which
hostile agents try to hide their actions from the system, there is no fully observable
sequence of actions. Thus, probability distributions are introduced in the inference
technique by algorithms such as Poole’s PHA to first infer unobserved actions, based
on the observed actions or the state of the system, and then infer the most probable
goal [Geib and Goldman 2001]. The search space can be limited by considering the
ordering of constraints and/or by excluding disabled actions. An action is considered to
be disabled when in all the plans of the library, it is preceded by actions that have not
been observed.

3.1.2. Consistency Graphs. Consistency graphs are graphs that consist of (1) proposition
nodes that store the values of the environment variables, (2) nodes representing actions,
(3) nodes representing goals, and (4) edges representing possible connections between
nodes. Instead of constructing a complete plan library that includes all possible plans
related to every possible goal, to build a consistency graph, one should focus on defining
what constitutes a valid plan. In other words, focus on how the allowable actions
can be combined to a plan that fulfills a goal according to the structure (i.e., the
environment), the restrictions (i.e., action preconditions and postconditions), and the
system functionality (i.e., the allowed actions and goals).

In contrast to goal recognition systems with complete libraries, where a goal is
consistent, if there is a plan that starts with actions already observed leading to the
goal, consistency graphs are able to recognize new plans as well [Hong 2000]. However,
since the action restrictions are not modeled, consistency graphs cannot capture causal
links among actions and goals. That makes them more appropriate for explaining past
actions rather than making predictions.

Model Construction. Initially, all the actions and goals that are feasible in the
examined environment are recorded by the domain experts and are inserted as nodes in
the consistency graph. Then, all the action nodes and the goal nodes are fully connected
to each other without checking for inconsistencies, that is, without checking whether
the sequences of actions (plans) that are connected to a goal violate any conditions and if
they actually lead to the fulfillment of the graph. Inconsistent goals are then repeatedly
pruned from the consistency graph. The consistency control may be performed by the
experts or automatically.
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Initial State Goals

(and(garbage) |[g1 (and(dinner)(present)(not garbage) (quiet))
(clean hands) |[{g2 (and(dinner) (present) (garbage)(quiet))
(quiet) g3 (and(dinner)(not present)(garbage)(quiet))
(

(

not present)
not dinner))

Actions

Preconditions | Effects Short Explanation

(clean hands) [(dinner) COOK. Before: your hands should be clean.
After: dinner is ready.

(not present) |(present) WRAP UP. Before: present is not ready

After: present is ready.

(garbage) (and (not garbage) [ CARRY GARBAGE. Before: garbage exists.
(not cleanHands) |After: there is no garbage, the agent’s hands
(quiet)) are unclean and there is silence

Fig. 4. An example of a state-variable representation of a simple goal recognition problem.

Goal Inference. The main idea is to reduce the set of candidate goals by eliminating
the goals that cannot be explained by the actions that the actor performs. If more than
one goal can be explained by the observed actions, consistency graphs cannot return a
result since only one consistent explanation is possible.

3.1.3. Action-Centric Representations. Action-centric representations, originally pro-
posed for classical planning problems, have recently been for goal and plan recognition
by exploiting the progress in modern plan synthesis [Sun and Yin 2007; Ramirez and
Geffner 2009].

Model Construction. In contrast to the construction of plan libraries, where do-
main experts record all actions possible, in action-centric representations, the modeled
actions are the outcome of all the possible combinations of the environment variables
to a set of pre- or postconditions. Thus, the size of the state space is exponential to
the size of the set of environment variables. However, only the actions that have an
important impact on the environment can be selected and stored. The modeling is
done using propositional logic. Environment variables are modeled as propositions, the
states of the environment as a set of propositions connected with logical symbols such
as AND (v) and OR (A), and action effects as two sets: the first set indicates which
propositions will be removed from the environment state after the action is performed,
and the second which propositions will be added. There are also models that instead of
propositions use first-order literals.

An example is the STRIPS models that are expressed in the homonymous model-
ing language. STRIPS language has been initially suggested to represent planning
problems for a specific software, a planner called STanford Research Institute Problem
Solver (STRIPS) [Fikes and Nilsson 1971], but since then it has been used as a tool
for representing the environment in planning and goal recognition problems indepen-
dently of the STRIPS planner. In STRIPS models, often it is preferred to store only
the action postconditions, that is, the changes that occur in the environment, instead
of storing the complete outcoming environment states for reasons of efficiency. More-
over, other than states and goals, STRIPS includes operators. Operators represent the
combination of two or more actions that cause a state transition that is considered
important for the system.

Figure 4 shows a state-variable representation of a problem examined by Sun and
Yin [2007] in which an actor may potentially prepare dinner, throw away the garbage,
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and wrap up a present for his girlfriend. The representation consists of three actions,
three goals, and the initial state. The actor goals are combinations of the propositions:
(dinner), that is, dinner is prepared; (present), that is, present is wrapped up; (garbage),
that is, garbage is not thrown away; and (quiet), that is, the agent’s girlfriend is not
woken up. The goal (and(dinner)(present)(not garbage)(quiet)), for example, describes
that the actor wants to clean the room and prepare both the dinner and the present
without waking up his girlfriend.

According to Section 2.1, the environment in the previous problem can be defined as
E = {dinner, present, garbage, quiet, clean hands}. The domains of each of the respective
environment variables v;eE are D, = {“true”,“false”}. Moreover, the goals g1, g2, g3
are determined by the respective environment states; that is, in gl (dinner) will be
translated into dinner = “true”. Thus, gl will consist of two environment states of S%:
gl = {{“true”, “true”, “false”, “true”, “true”}, {“true”, “true”, “false”, “true”, false}}. As the
state of variable clean hands (which is the last variable) is not explicitly stated in g1,
both environment states are desired.

The construction of the goal model starts with the initial state of the environment.
After having produced all the possible actions (derived actions), the transition graph
is constructed layer by layer, with the first layer being the initial state. Specifically, all
the derived actions are examined, and if the preconditions of an action are satisfied
or there are no other inconsistencies, the state is updated according to the effect of
the current action. Inconsistencies include actions with inconsistent effects (effect-
effect), actions where an action effect interferes with the precondition of another action
(effect-precondition), or actions. The process is run recursively until the planning graph
stabilizes.

Goal Inference. To infer goals from the derived transition graphs, search space
algorithms are used, such as breadth-first search (BFS) and A*, in combination with
heuristics to boost performance. According to the BFS strategy, search is performed
level by level; first, all the existing sibling nodes (nodes of the same level) are visited,
then the next level of nodes is examined, and the procedure goes on until a node that
represents a goal consistent with the observations is visited. The A* strategy reaches
the node representing the consistent goal by following the path of the minimum cost
according to a cost function, such as minimizing the length of the path that contains
all or some of the action nodes that have been observed. The starting search point is
the current state of the system. Ramirez and Geffner [2009] showed how algorithms
originally designed for planning can be slightly modified and used for plan recognition
over a domain theory.

3.2. Taxonomy Based

Taxonomy-based approaches require the existence of a taxonomy of the possible goals,
that is, a set of goal categories, within the system. The categorization is performed by
experts and requires studying the existing actions (i.e., those that have already been
posed), identifying the actor goals, and then building the taxonomy. In the area of goal-
aware query answering, where they have been extensively used, the goal taxonomies
were derived from extended user studies using questionnaires and interactive tools on
web browsers tracking user moves such as clicks and form submissions in combination
with expert knowledge. Examples of goal taxonomies [Broder 2002; Kang and Kim 2003;
Lee et al. 2005; Rose and Levinson 2004] are briefly presented in Section 3.2.1.

In taxonomy-based approaches, there exist two types of actions: (1) the actions that
initially trigger the functionality of the system and (2) the actions that become available
after the system response. The first types of actions are the user requests or queries. For
instance, in a web search engine, the requests are the keyword queries, while the actions

ACM Transactions on Database Systems, Vol. 41, No. 4, Article 23, Publication date: November 2016.



23:14 D. Papadimitriou et al.

are the clicks on the web resources (e.g., pages, snippets) that the system returns to the
user after the query is posed. The actor requests are used for goal inference, while the
actions performed after the system response may be tracked by the system to evaluate
the actor’s satisfaction. Ideally, the actor would be satisfied by clicking a single web
resource. Thus, the plan would consist of a single action. However, more actions, that
is, clicks on the top related resources returned, may be required, creating longer plans.

Model Construction. Once the categories of the taxonomy are decided, the model
that will classify a user query into one of the goal classes should be built. To build
the model, experts select a number of environment variables that are considered
appropriate for grouping the requests into the classes of the goal taxonomy. Man-
ual classification can be used to understand the user goals and whether it is fea-
sible and meaningful to incorporate them in the existing system. To automate (at
least partially) this laborious task, the analysis of the involved resources can be em-
ployed; for example, in Web Information Retrieval, query logs and snippets have been
used.

The selected environment variables are then used in rule-based annotators [Jansen
et al. 2008; Lee et al. 2005; Li et al. 2006] or to train automatic classifiers,
such as Support Vector Machines (SVMs) with RBF (Radial Basis Function) kernel
[Baeza-Yates et al. 2006; Herrera et al. 2010].

The selection of environment variables (features) has to be performed very carefully,
since for different domains the accuracy of the classification may increase or decrease
significantly depending on the features. This is particularly evident in web searching
[Herrera et al. 2010]. For web queries, the variables more widely used fall into five
categories: (1) anchor-text-based features, (2) features regarding URLs, (3) query-based
features, (4) features based on user’s past clicks, and (5) page-content features (refer
to Section 3.2.1 and Table I). They are typically extracted directly from the resource
collection or from snippets retrieved via classical retrieval techniques or query logs.
The selected environment variables constitute the main features. However, for each
goal class, there may exist additional features that are essential for the definition of
the goals to be inferred (e.g., the number of different involved web resources) or their
diversity for informational queries for instance.

Goal Inference. Goals in taxonomy-based approaches are soft goals(refer to Sec-
tion 2, Definition 2.8). Thus, goal inference is about defining a function over the envi-
ronment variables. Considering the set of environment variables selected in the model
construction step, the constructed model (i.e., the rule-based annotator or classifier)
matches every new request in the system to one (or possibly more) of the goal cate-
gories. The goal class sketches (or else partially defines) the goal, since for each goal
class, there is a set of conditions on the environment variables. The goal takes its com-
plete form by extra conditions on the environment variables based on the request itself
and the goal class. Hence, goal inference requires two tasks: (1) categorization of the
request to one of the categories of the taxonomy and (2) definition of a function that
captures conditions on environment variables based on the goal class and the request.

Some works have treated goal inference from user queries as a problem of query
reformulation. They define goals in web search as sets of semantic concepts [He 2010]
or as sets of “verb-object” pairs derived from the sentences that are implied by the
queries [Chang et al. 2006]. Although these approaches showcase interesting results,
the focus of this work is on goals that can (even approximately) describe a desired state
of the environment, so we do not consider them further.

[User satisfaction]. An important aspect in taxonomies has been the evaluation of
goal inference. Even if the model is accurate, it may not correctly classify a request,
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mainly because of the subjective nature of soft goals. In contrast to hard goals (refer
to Definition 2.4), soft goals (refer to Definition 2.8) are defined by a function g:S¥ — R.
To define this function, one needs to know whether the actor will characterize a plan
as successful, which is not possible to know in advance. To cope with this challenge,
analysis of action patterns (e.g., sequences of queries or clicks within user sessions)
have been employed by the information retrieval community. These analyses have been
based on Markov Models [Hassan et al. 2010] or on Hierarchical Conditional Random
Field techniques [He 2010].

3.2.1. Examples in Taxonomy-Based Approaches. In the area of goal-aware answering,
to come up with the goal taxonomy, experts actually studied the information needs
(sometimes called user intentions) that drive users to search on the web [Baeza-Yates
et al. 2006]. Examples of information needs are to be informed, to navigate to a site, to
execute a transaction, or to get advice. There has also been work on converting their
textual descriptions, which are actually the labels of the goal classes, to a set of features
for automatically assigning an incoming query to a goal class [Baeza-Yates et al. 2006;
Herrera et al. 2010; Jansen et al. 2008; Lee et al. 2005; Li et al. 2006].

The Broder taxonomy [Broder 2002] was the first created. It was implemented by
examining whether it is feasible to identify what users expect from a web search
engine so as to consider their search successful and stop submitting similar queries.
The outcome of that work was a taxonomy of user queries that reflects a categorization
of latent user goals. The taxonomy describes three types of web queries: informational,
navigational, and transactional. Informational queries consist of terms that describe or
capture vague notions, for example, “bugs,” or consist of specialized terms, for example,
“Peruvian Dubia cockroach.” Both types of queries indicate that the desired target is
a collection of links that will enlighten the user on the subject. Navigational queries
consist of query terms that describe a specific URL, for example, the query “american
airlines home” indicates that the user’s most probable target is http:/www.aa.com.
Finally, transactional queries contain terms that indicate that the target URL enables
a transaction such as downloading a file, buying an item, or watching a video. For
instance, with the query “Athens photo,” the user most probably expects to get direct
access to image files related to Athens.

User surveys proved that the consideration of Broder’s query taxonomy in the se-
lection of the query results has a positive impact on user satisfaction [Broder 2002].
Consequently, further research was triggered toward this direction and differentiations
of the taxonomy have been developed toward more detailed ones [Jansen et al. 2008;
Rose and Levinson 2004] or more abstract ones [Baeza-Yates et al. 2006]. For instance,
Rose and Levinson [2004] elaborated Broder’s taxonomy by dividing informational
queries into five subcategories: (1) directed queries that express specific questions,
(2) undirected queries that aim at retrieving all the available information about a
topic, (3) list queries aiming at getting a list of candidates, (4) find-queries aiming
at locating real-world services or products, and (5) queries aiming at getting advice,
ideas, suggestions, or instructions. Going back to our earlier example of informational
queries,“bugs” is an undirected query, while “Peruvian Dubia cockroach” is a directed
query. Similarly, transactional queries are divided into four categories that express
what exactly the users want to do. In particular, the user may want to (1) “download,”
(2) “view an item such as a video,” (3) “interact via another program or service,” or (4)
“obtain a resource” (video file, text file, etc.).

The aforementioned taxonomies were evaluated by user studies, and the classification
of the sample queries has been performed by experts based on information about the
queries, on the results returned by commercial search engines, on the user clicks on the
result list, and on other actions performed by the user before and after the submission
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Table |. Environment Variables for Query Answering Systems

Env. Variable Types

Examples of Env. Variables

Anchor text [Herrera et al. 2010; Lee
et al. 2005; Fujii 2008]

Similarity of the query with the top similar anchor texts

2005]

URLs of the web collection [Lee et al.

Similarity of the query with the URL (important for
navigational queries)

Query formulation [Herrera et al.
2010; Jansen et al. 2008]

Num of query terms > 2 — informational queries

Past user clicks for the same query
[Jansen et al. 2008; Lee et al. 2005]

Skewness of click distribution, for example, for navigational
queries: only one click

Cue query terms and “important”
terms of the web collection [Herrera

Domain suffixes (e.g., “edu”), terms related to pictures, games,
and so forth, to interactions such as buy, chat — transactional

et al. 2010; Jansen et al. 2008] queries; terms such as “how to,” “ways of,” and general terms

— informational queries

of the query [Rose and Levinson 2004]. The reasons that determined the experts’
classification decisions in some cases remain unclear, but there have been efforts to
clarify and record them [Jansen et al. 2008].

Based on the goal class of a query (action), there are different answering policies
expressed in the goal definition by conditions on the environment variables. For in-
stance, for informational queries, goals should be satisfied by diverse web resources
that cover the query from different perspectives, contain complementary and controver-
sial information, and offer various levels of comprehension (for broad, deep, or quick
understanding). Thus, when a query is matched to this goal class, the inferred goal
should be defined as a function on variables such as resource diversity, content di-
versity, or size of resource. On the other hand, for navigational queries, goals should
contain conditions on features describing click streams from logs, since click distribu-
tions reveal whether users consider a site to be the “expert” for certain queries. The
function that defines the goal can be next used to reorder the results of a web search
engine (refer to Section 4.1.2).

3.3. Corpus Based

In corpus-based methods, the goal data contains a set of alternative plans for a set
of goals: the plan corpus. The plan corpus is used as a training set for statistical
models that can make inferences for future observations. There is no ground truth
about the environment; uncertainty expressed in probabilities is the factor that rules
the outcome of the recognition process [Russell and Norvig 2003]. The trust on systems
with probabilistic output under difficult critical circumstances is still an open issue
[Atkinson and Clark 2013]. Thus, corpus-based approaches have been criticized when
used in real-life domains such as health, defense, and transportation and are delegated
to difficult and critical safety tasks, tasks of high cost in time or money, or in general
tasks that have high impact on human lives. Nevertheless, these methods enable goal
inference in environments where it is too expensive or infeasible to gather complete
and certain knowledge about all the goals and the potential corresponding plans that
may be followed by the observed actors. They only require a plan corpus, which will
constitute a sufficient training dataset for developing an efficient statistical model. The
two most widely used classes of probabilistic models in these cases are Markov models
and Bayesian networks.

3.3.1. Markov Models. Markov models in their general form consist of nodes represent-
ing random (stochastic) variables and edges modeling conditional dependencies among
the variables. The values of the random variables may be observed (known values) or
may be inferred (unknown values). In the context of goal-aware systems, the values
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of the random variables describe the environment state. The main inference task of
Markov models used for goal inference is to compute the conditional probability of
a sequence of observations given some evidence, that is, to check to what extent the
current observations would be justified, if we assumed that the variable to be inferred
had a specific value.

In Markov models, it is assumed that the probability that a random variable (i.e.,
an environment variable) will have a certain value in the future can be computed by
observing only the recent past of a set of observations, that is, that an observed action
act; is only dependent on the current goal g and the n precedent observations (i.e.,
observed actions). This assumption is known as the Markov assumption. The number
of previous observations is called the order of the model.

Model Construction. Learning a Markov network requires statistical analysis of
the plan corpus to define the following probability distribution functions: (1) the dis-
tribution of prior probabilities P(g) indicating the expectancy that a goal g € G is
being pursued by the observed actor; (2) the state transition function P(S;|S;_1,2),
where S;,S;_1e SF returns the probability that the system will move from the envi-
ronment state S;_; to S; given that goal g is pursued, and (3) the observation function
P(act;|S;, g) or P(S;111S;, g) that returns the probability that an observation will occur
(either act; will be performed or environment state P(S;;; will be observed) given that
the system is in state S; and that goal g is pursued.

Learning the probability distribution functions is typically done by performing a
global search in order to figure out which combinations of environment variables and
weights would give more accurate predictions within the plan corpus [Della Pietra
et al. 1997]. This methodology is not efficient and is prone to make only locally optimal
choices. To build a consistent and efficient probabilistic model, a two-step methodology
has been suggested. First, a model (e.g., decision tree or logistic regression model [Lowd
and Davis 2010; Wainwright and Jordan 2008]) is built for predicting the value of each
variable of the domain with respect to the other variables. Then, the separate models
are converted into a single Markov model.

Goal Inference. To infer goals in Markov models, first the goal probabilities are
initialized by considering the prior probabilities function P(g). Then every time an
observation occurs, the goal probabilities are updated by taking into consideration the
conditional probabilities functions defined when the model was created, and the goal g
with the maximum probability is selected.

In cases in which the Markov assumption is valid, the probability of goal g can
be estimated using the formula (Markov chain rule) []"_; P(act;lg) (or [, P(Silg)).
This rule has the nice feature of composeability: new observations produce conditional
probabilities, which are simply multiplied with the previous predictions.

In cases in which the Markov assumption is not valid, the complexity of the problem
becomes very high (#P-complete) and approximate solutions are required. One widely
used method is the Markov chain Monte Carlo (MCMC), such as the Gibbs sampling.
MCMC performs probabilistic queries and provides answers by counting the number
of samples that satisfy each query over the total number of samples [Wainwright and
Jordan 2008]. By query is meant a sequence of observations that is answered given
another sequence of observations that is called evidence. The sampling is not performed
on the data but is calculated based on the joint probability of the random variables. In
contrast to Markov networks that have been learned by methods such as probabilistic
decision tree learners (DTSLs) [Lowd and Davis 2010], MCMC allows inference by
standard techniques such as loopy belief propagation [Murphy et al. 1999] because its
models represent consistent probability distributions.
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3.3.2. Markov Model Variations. There are a number of interesting variations of Markov
models that have been used in goal modeling.

N-Order Markov Models. In n-order models, the Markov assumption applies for n
observations before the current observation while the evidence is the goal g. Hence, to
check which goals explain better the observations, the n last observations are compared
with subsequences of observations in the plans of domain goals in the plan corpus.
Observations may be either actions or environment states, that is, act; ...act, € A,
or S1,5;...8S, € SE. Respectively, plans are sequences either of actions (actions are
directly recorded) or of environment states (actions are observed through environment
state transitions) from a set of predefined actions or states. The value of n, that is,
the order of the model, should be carefully chosen so as to create an expressive model
(larger values of n) and at the same time keep the size of the search space traversable
with low cost (smaller values of n). Due to their simplicity, n-order Markov models are
very efficient but at the same time they may be ineffective in recognizing goals in cases
of complex environments [Blaylock and Allen 2003].

Variable-Order Markov Models. In contrast to the n-order Markov models, in
variable-order Markov models (VOMs), the probability of the current goal g is not
defined by the same fixed number of previous observations. In other words, the order of
the model varies based on the specific observed realization in the training data, known
as context. Therefore, the use of VOM models can increase the accuracy of goal recog-
nition by capturing longer regularities than n-order models, while controlling the size
explosion of the search space caused when the n-order is increased. VOMs are learned
over a finite alphabet consisting of all the available actions A. States instead of actions
are also able to be used. Thus, as in n-order models, the plans record either the perfor-
mance of actions directly or the state transitions before the desired state, that is, the
goal g. Armentano and Amandi [2009] suggested the use of Probabilistic Suffix Trees
[Ron et al. 1994] to represent VOMs. For each domain goal, one PST is built to store the
subsequences of variable length (plans) that are necessary and sufficient for modeling
the corpus plan. Hence, a forest of PSTs is created. In order to optimize space and
time efficiency, only the minimal subsequences of observations are preserved. In this
case, goal inference becomes a classification problem of the sequence of observations to
the most probable PSA. However, it is not a common classification problem since early
predictions are very important [Armentano and Amandi 2009].

Hidden Markov Models. Hidden Markov Models (HMMs) are adequate for problems
in which the current state of the system is not visible or cannot be identified with
certainty, as in computer games and activity detection systems. This is because they
do not require complete knowledge of the state of the system. Some or all of the
environment variables of the partially observable or hidden states may be estimated
based on probability distribution functions over a set of observed variables. These
functions are called output or emission probabilities. Briefly, to define an HMM, the
following probabilities have to be specified: (1) the initial probabilities that a state
S;, where S; € S, may occur in the first place; (2) the probabilities that the system
may transit from one state S to another S;,; (transition matrix); and (3) the output
probabilities.

HMDMs may be used as Hierarchical Activity Models for activity recognition. First,
an ontology of high-level composed activities is built, that is, the goals G. One of the
composed high-level activities g is chosen to be the recognition purpose of the system.
Then all low-level primitive actions (where primitive actions refer to actions from
the action set A in Section 2.1) that are related to the activity are recorded and are
organized in different ensembles, that is, groups, so as to fulfill the recognition goal of
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Fig. 5. Ensembles for goals: (a) Coffee Making and (b) Table Cleaning.

the system in different ways. Finally, the HMM is formed with the high-level activity
modeled as the hidden state (i.e., the goal g) and all the related primitive actions as
possible emissions of this state according to their probability [Hoelzl et al. 2012].

For example, Figure 5 illustrates the Hierarchical Activity Models for two activities:
“Coffee Making” and “Table Cleaning” in a physical environment monitored by sensors.
To recognize “Coffee Making,” three sensors are involved: back, right upper arm, and
left upper arm. Each sensor is monitoring the respective human body part and has been
associated with a number of actions. For instance, sensor back is selected for inferring
action “Walking” based on a measure, called degree of fulfillment, that reflects whether
the system trusts the respective sensor to infer the action. The value of the sensor is
0.92 for “walking” and 0.89 for “standing.” After actions are inferred, the main activity,
that is, the goal g, can be inferred next according to the HMM that is constructed based
on the plan corpus. Note that “Table Cleaning” can be detected by the same sensors
with “Coffee Making,” though associated with other actions: “clean up,” “interaction
with fridge,” “walking,” and “standing.”

The use of HMMs requires deep understanding of the problem domain and usually
requires very large training samples [Singer and Warmuth 1996].

Input Output Hidden Markov Models. A variation of HMMs considers additional
context information, for example, the previous satisfied goal. This additional informa-
tion modifies the state transition function and the observation probabilities when it
is considered necessary. The Input Output Hidden Markov Models, or IOHMMs for
short, manage to capture causalities in a similar way Bayesian networks do and are
capable of updating their hidden states in a similar way HMMs do. IOHMMs are good
models to be used in domains where there is abundant context information that can be
exploited, for example, in computer games [Gold 2010].

Context information can be taken into consideration also in plain HMMs, by increas-
ing the number of observation categories. However, this choice increases the training
time and in addition causes a conceptual mixing of the known variables, that is, the
variables showing whether a previous goal has or has not been already achieved with
the hidden variable of the model, that is, the current goal.

Markov Logic Networks (MLNs). These Markov networks use Markov Logic (ML),
a statistical-relational language that extends finite first-order logic (FOL) to a proba-
bilistic setting. Specifically, they use a set of pairs (F;, w;), where F; is an FOL formula,
and w;eR is a weight reflecting the significance of the constraint expressed by w;, to
calculate the conditional dependencies between pairs of nodes. The joint probability
function is represented as the product of the potential functions. In the context of goal
recognition, the MLNs represent the ambiguous causality between actions and goals
in the dataset [Ha et al. 2012; Kautz 1991; Mott et al. 2006]. Kautz [1991] was the
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first to introduce a formal theory of plan recognition in the context of Markov logic by
suggesting a representation that may be transformed to an MLN by adding a binary
node (binary variable) for each predicate and by considering the ground logic formulae
as features that will determine the transitions into the network.

An example of logic formulae representing constraints in an interactive narrative
system in a computer game environment [Ha et al. 2012] is the following set:

(1) Vt,a:action(t,a) = |3g : goal(t,g)| =1

(2) Vt,a :action(t, a) = goal(t, g)

(3) Vt,a,s, g : action(t, a) A state(t, g) = goal(t, g)
(4) Vt,a, g :action(t — 1,a) = goal(t, g)

The implicated parameters are (1) the player (i.e., actor) actions, such as moving
to a particular location or opening a door; (2) the narrative states that represent the
player’s progress in solving the narrative scenario; and (3) the player’s locations in
the virtual environment. A narrative state is encoded as a vector of four environment
variables, each one representing a milestone event within the narrative. Constraints in
ML are divided into hard and soft. Hard constraints have to be always satisfied, while
soft may be violated. The first formula represents a hard constraint, which defines
that for each action at each time step ¢, the player has to pursue a single goal g. The
second formula represents the prior probability distribution of the domain goals, while
the rest of the formulae represent the goal g at time step ¢ based on the values of the
three parameters: time step ¢, action type a, and narrative state s. Each formula is
assigned a weight that has been learned automatically from the plan corpus using a
technique called Cutting Plane Inference (CPI) [Riedel 2012]. CPI limits the complexity
of large-scale problems by focusing on a subset of constraints.

3.3.3. Bayesian Networks. Bayesian networks (BNs) have been widely used for goal
recognition tasks because they manage to capture causality among actions and goals
[Horvitz et al. 1998; Huber and Simpson 2003]. A BN is a directed acyclic graph in
which nodes represent the constituent variables of the problem domain and edges the
causal relationships or conditional dependencies between pairs of nodes, that is, be-
tween BN variables. The entire network can be understood as a representation of the
joint probability distributions of all the random variables of its nodes. In a goal-aware
system, the constituent variables may be observable or latent environment variables
(unknown parameters or hypotheses), certain actions, or goals. The variables may
represent observable quantities, latent variables, unknown parameters, or hypothe-
ses. The strength of the connections between the variables is encoded in conditional
probability tables. Independent variables are not connected.

For instance, consider a simple narrative virtual environment E = {ps,... pn, [},
where each p; (1 <i < m) represents an element that determines the plot of the story,
and [ represents the location of the user in the environment. Then, the BN variables
could be variables representing sets of the plot elements (narrative states), the vari-
able [ indicating the location (e.g., D; = {“locA”, “locB”, “locC”}), and a variable m that
represents the user moves, that is, the user actions A, within the virtual environment.
Moreover, the links would capture the dependencies among the variables, for example,
a move that results in the change of the narrative state [Mott et al. 2006]. Such a model
in the context of an adventure game, for instance, can capture goals that involve differ-
ent locations and plot elements such as being in location “locC,” with the plot element
p1: interaction with the story investigator being true and the mystery considered as
solved (plot element p; is solved). To succeed, the actor may have performed several
moves/actions such as collecting evidence and exploring different locations.
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Fig. 6. An example of a Dynamic Bayesian Network.

Model Construction. For building the model, that is, learning the network, the
conditional probabilities can be learned from real data (training corpus). The structure
of the network can also be learned to some extent [Heckerman 1996]. However, most of
the time, the structure is manually specified by domain experts. In case of an evolving
dataset (continuous introduction of new evidence), the probabilities at each node may
be recomputed by propagating the evidence through the edges.

Goal Inference. Bayesian networks can compute the conditional probabilities of the
random variables of interest given a set of variables with known values, called evidence.
Probabilistic inference using belief networks is NP-hard. To simplify the procedure, it
is assumed that the variables are ordered for the independency probability assumption
to be valid, that is, for a variable to be conditionally independent of its nondescendant
variables given its parents. In this case, as in Markov networks, the Markov chain rule
can be applied.

Inference may be efficiently performed using filtering to reduce the number of vari-
ables that are taken into consideration such as Rao-Blackwellised particle filtering. The
latter is a combination of exact and stochastic inference; that is, sampling is used to
reduce complexity but some of the variables (that are considered of greater importance)
are excluded from the sampling procedure for higher accuracy [Doucet et al. 2000].

3.3.4. Bayesian Network Extensions. An extension of the Bayesian Network that also in-
cludes a temporal dimension is the Dynamic Bayesian Network (DBN). A DBN [Yin
et al. 2008] is actually a sequence of Bayesian networks, each one modeling the depen-
dencies among the variables in a specific time slice. Except for the causal links among
the BN variables, there are also intraslice connections that represent temporal depen-
dencies in consecutive time slices (refer to Figure 6). A plan in a DBN is a sequence of
actions starting from an action node act with an incoming edge from a goal node g. In
other words, the links from a node g to a node act point out a sequence of actions that
implement the goal g.

By using DBNs, more complex models of sequential data, which are hopefully closer to
reality, can be represented and learned. The price to be paid is the increased algorithmic
and computational complexity. Parameters must remain the same across time slices so
as to model sequences of unbounded length. The simplest way to do exact inference in
a DBN is to divide the DBN into slices and then apply some inference algorithm to the
resulting static Bayes net.

Figure 6 illustrates an example of a Dynamic Bayesian Network. The two dashed
squares frame two hypothetical Bayesian networks (one for each time slot) that will
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occur supposing that the dynamic network is unrolled. The dashed lines represent the
connections between two consecutive time slots ¢-1 and ¢.

Works that use GPS data or data collected from sensors usually have different levels
of inference. The lowest level corresponds to “raw” sensor data. In a DBN, the first level
models the transitions at intersections and changes of modes of transportation (states),
while the transitions at higher levels represent meaningful movements from one loca-
tion to another (actions) [Patterson et al. 2003]. Moreover, a number of actions leading
to certain locations constitute the plans toward the fulfillment of the corresponding
goals.

3.4. Behavioral Theories

In environments such as those defined in social networking applications where users
through their actions and interactions exhibit behaviors similar to those in the real
world, the environment states can be determined by a number of environment variables
{v1, ... v} the motivations or motivational factors (where {vy, ... v} = V). Intuitively,
a motivation is a factor that drives someone in performing an action. Motivations
preexist in the environment and they rule consciously or subconsciously user actions
and inductively user goals.

Motivational factors and their interdependencies have been defined in theoretical
behavior models by sociologists [Ajzen 1991; Fishbein and Ajzen 1975]. Models that
reflect human behavior have also been developed independently by computer scientists
[Chelmis and Prasanna 2012; De Choudhury et al. 2007; Perugini and Bagozzi 2001].

Two behavioral theories have been mostly used in computer science, the Theory of
Reasoned Action (TRA) [Fishbein and Ajzen 1975] and the Theory of Planned Behavior
(TPB) [Ajzen 1991]. TRA determines two main motivational factors (1) the attitude of
a person toward a behavior, that is, his or her beliefs toward this behavior, and (2) the
subjective norm, that is, the opinions of the persons that are important to the person
under study (who will approve or disapprove the person in case he or she follows this
behavior). TPB extends TRA by considering also whether the important persons to
the user consider this behavior easy and trivial or important and worthwhile; this
motivational factor is called perceived behavioral control.

Since the aforementioned theories are abstract and general, they can only be used
to sketch the initial draft of the model, which is then enriched by motivational fac-
tors/variables that researchers consider important for a specific problem. In other
words, these theories constitute the framework within which researchers express their
hypotheses.

For example, Figure 7 illustrates a model for estimating the intention of a user
to share knowledge within a business social network suggesting a number of moti-
vational factors. In the graph representation, the nodes represent the environment
variables, while their dependencies are determined by the stated hypotheses (i.e., each
edge corresponds to a hypothesis). For instance, with collective/shared goals, organiza-
tional members tend to believe that other employees’ self-interest will not affect them
adversely and they all contribute their knowledge to help achieve their mutual goals.

Model Construction. To build a theoretical model for explaining user behavior, and
by extension predicting the user intention to act toward a goal, the following steps are
typically followed: (1) selection or formulation of a behavioral theory, (2) formulation
of a set of assumptions (hypotheses) for each one of the factors that determine human
behavior according to the selected theory (these hypotheses are the variables that
define the suggested theoretical model), (3) conduction of a survey on real users to test
these hypotheses, and (4) performance of statistical analysis to check the validity and
reliability of the model.
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Fig. 7. Behavioral model for intention prediction.

The involved variables have to be determined based on the selected behavior model
and then a set of causal assumptions or hypotheses that determine the dependencies
among the variables are made. One of the variables always expresses the user intention
regarding a certain behavior, that is, the behavioral intention.

The value estimation of some of the variables can be done by regression relations.
These variables are called dependent variables, while the variables for which it is
impossible to predict their values by other variables are called exogenous. For instance,
in Figure 7, the extensiveness of the social network, the existence of social trust, and
shared goals are exogenous; that is, they do not depend on other variables but they
impact the dependent variables. The impact one variable has on another is determined
by the stated hypotheses that form the behavior model.

Moreover, the in-degree of the nodes in the graph representation reveals whether a
variable is exogenous or dependent. Exogenous variables are nodes with in-degree 0
because they are not pointed by other variables/nodes.

[User survey.] The stated hypotheses, which correspond to the variables of the model,
are transformed into one or more questions usually of multiple choice that are answered
by a representative sample of users. The results from the user study constitute the
ground truth for the analysis. The performance of a user study is inherently problematic
for very large datasets, such as data from Facebook (more than 1 billion of users),
though. Consequently, it is feasible only for interest groups of users, such as university
students or teenagers in a geographic region [Hsu and Lin 2008]. By offering free online
services, such as simple game applications, companies manage to gather a significant
amount of answers by questionnaires that either are part of a game or are required in
order to use the service.

[Model accuracy.] In some cases, the consistency of the undirected model is controlled
first, that is, the correctness of the selected variables/factors (confirmatory factoring
analysis) [Chow and Chan 2008]. Then, the accuracy of the whole model is controlled
including its dependencies (structural analysis) [Hsu and Lin 2008].

Goal Inference. The model is used to evaluate the commitment of the actor toward
the behavior and the underlying goal. This is done by estimating the value of the
variable behavioral intention based on the regression relations of the model. The known
variables are the motivational factors that constitute the environment state (i.e., the
input), while the latent variable is the behavioral intention (i.e., the output). Larger
values of behavioral intention indicate more committed actors.
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3.5. Based on Text Corpus

Text analysis does not offer a complete solution for goal modeling and recognition.
However, information about goal achievement is available in multiple sources online
with user-generated content, such as social networking sites, forums, blogs, and online
guides. This large amount of data can be systematically analyzed to offer a wealth of
information related to various aspects of goal achievement.

Thus, text analysis can be used for gathering data regarding goals and goal achieve-
ment, a task that is usually accomplished, as previously seen in this section, either
directly by experts or through user studies, experimentation software, and annotation
tasks. This way, experts’ workload is reduced. Furthermore, since human effort cannot
be compared in terms of time efficiency and cost to automatic text mining and NLP
methods, the volume of gathered goal data can be significantly larger. The data volume
in combination with the diversity and the special characteristics of goal data makes
goal modeling significantly challenging.

Specifically, instead of (or in combination with) using expert knowledge, aspects such
as goals [Castellanos et al. 2012; Smith and Lieberman 2010], motivations [Strohmaier
et al. 2009], intentions [Castellanos et al. 2012], and actions [Strohmaier et al. 2009]
can be extracted from text. Then, for the construction of the actual model and the
inference process, an existing approach can be used, for example, plan libraries [Smith
and Lieberman 2010] or rule-based annotators [Strohmaier et al. 2009; Louvigne et al.
2012]. Furthermore, social data can be mined to discover “recipes” of successful or
failed implementations of various goals, to detect user sentiments during the life cycle
of a goal, and to investigate the impact that goals have on social interactions.

Moreover, text analysis is important when users describe explicitly their goals using
text [Carberry 1983], for example, “I want to eat Italian food in a restaurant nearby.”
Goals need to be inferred from the user input. For example, a keyword query such as
“Michael Jackson, songs” can be transformed to either “I want to listen to M.dJ.’s songs”
or “I want to download M.J.’s songs” based on analysis of verb phrases on web pages or
result snippets [He 2010]. Overall, systems that use user-generated content can benefit
from NLP and text mining techniques.

3.5.1. Text Corpus Examples. A plan library in the form of a hierarchy of goals is an
example of a goal model built from text data. The data were taken from a social
networking site designed to allow users to share their goals [Smith and Lieberman
2010]. The textual descriptions of goals can be analyzed, and connections between
goals can be extracted by looking into common verb phrases. For example, when a
similar verb phrase is found in the description of a goal and in a post explaining how
the user accomplished another goal, the two goals can be connected accordingly.

Another example of the use of text analysis is the construction of a complete plan
library, this time based on an existing taxonomy of human goals built by psychologists
and sociologists [Strohmaier et al. 2009]. The taxonomy contains goals described by
verb phrases such as “get married” and “become happy.” The knowledge about how a
goal can be implemented was derived from verb phrases that co-occur frequently in
web pages with the textual description of the goal.

Another valuable source of data is Twitter. Twitter posts contain extracts related to
goals. For instance, messages consisting of motivational messages such as “Moi-lolita
makes me want to learn some french #mangolanguages just to sing along to it” and
“Getting ready for our trip in France, time to learn some french!” contain information
about learning goals [Louvigne et al. 2012]. Every such message consists of a set of
textual features, for example, keywords such as “because,” “so that,” “having,” and a
set of conceptual features. The latter features are motivational factors that reflect the
difficulty or the engagement of the user to the respective goal.
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To extract knowledge from such a corpus, statistical models with rule induction
based on natural language processing patterns and other text mining techniques can
be used. For example, if we consider a pattern Verb+Infinitive and a phrase derived
from a post about Disneyland: “would like to see the princesses,” the phrase will be
first characterized as goal (since it matches the pattern) and then will be disintegrated
into the intention verb “would like to,” the action “see,” and the object of the action
“princesses.” Furthermore, a deeper understanding can be achieved by determining, for
example, the intention (referred to in the specific work as the level of intention) of the
user toward the goal. The intention inference can be made using classification methods
on intention verbs; for example, “thinking of going” expresses weaker intention than
“want to stay.” The knowledge derived from this kind of analysis can be exploited from
companies for providing better products and services to consumers and for personalized
target marketing.

3.6. Discussion

The previous subsections have presented generic goal modeling and recognition meth-
ods, leaving out unnecessary application-specific details and keeping them under the
common prism introduced in Section 2.1. There are, of course, methods that have been
intentionally left out of this discussion, for example, works in the area of planning for
stimulating human reactions, mainly because these works focus on nondata manage-
ment issues, and hence are out of the scope of this study. Figure 2 provides a condensed
overview of the alternative approaches, splitting goal modeling into its two components:
goal data collection and model construction.

Table IT summarizes the goal models focusing on these important features: the main
source of goal data used for building the model, the type of the model, the observation
(i.e., what is observed for finding the user goal), and the model elements (i.e., which
goal-related concepts (refer to Section 2.1) are captured by the specific model).

Table IIT shows the methods used for building different goal model types. The main
methods are (1) expert analysis, typically used for goal modeling based on complete
records; (2) statistical analysis, typically used with corpus-based models; (3) feature
discovery and rule definition in cases of taxonomy-based goal modeling; and (4) behavior
theory selection in cases of modeling based on behavioral theories. Of course, these
methods have been used in other cases too. For instance, expert analysis is also often
used in corpus-based models, where experts may determine the structure of a model,
for example, the connections among the variables of an HMM [Hoelzl et al. 2012].
We also often see different methods employed for constructing a model. For example,
probabilities have been combined with expert analysis in plan libraries [Geib and
Goldman 2001]. Moreover, machine learning, feature discovery, and expert analysis
are often met in taxonomy-based approaches [Baeza-Yates et al. 2006; Herrera et al.
2010; Jansen et al. 2008; Lee et al. 2005; Li et al. 2006].

A number of observations can be made regarding the approaches and their uses.

Approaches that rely on complete records give a result if and only if there is a single
candidate goal (or plan) matching the current observations. Such behavior is strict and
may be sometimes considered inflexible. It may also increase the system response time.

Therefore, if goal exploitation is tightly integrated in the system workflow, the system
may be blocked or delayed by the inference step. A solution to this problem is to use
goal exploitation complementarily, as an add-on component. In this case, the system
works properly when no knowledge about goals is available; when the pursued goal of
the actor is successfully recognized, it can be exploited to improve the functionality of
the system or the results returned to the actor. Moreover, even when additional time
is required, if the inferred goal is adequately exploited, the effort required by the user
can be also significantly limited, reducing the overall needed time.
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However, there exist scenarios where the system should only take into account goals
that are certain so as not to confuse the user or deteriorate the system operation. The
latter is especially true in critical domains such as security. For instance, plan libraries
have been used in the domain of web security [Geib and Goldman 2001]. However,
approaches that perform consistency checking are in general not recommended in
cases of adversarial recognition since hostile actors are not expected to follow ordinary
plans. For these cases, design tools can be used to minimize the maximal number of
observations before a goal is recognized, a task known as goal recognition design [Keren
et al. 2016a].

Whether the knowledge of goals will benefit a system or not depends on the correct-
ness and completeness of the data used for constructing the model. The creation of the
complete records is generally a hard task, first due to the time and effort required by
the domain experts, and second due to the existence of unknown plans. These tech-
niques are more appropriate for problems where the focus is on a small number of
goals.

Choosing the right model based on complete records for an application scenario
depends on the construction and consistency checking mechanisms used. In plan li-
braries, allowed actions are combined to form all the possible valid plans for a set of
goals of interest. In action-centric approaches, experts follow a different approach for
gathering the knowledge. They predefine goals of interest but not actions. The transi-
tion graph in action-centric representations is formed while the environment is being
perceived. The final plan synthesis is performed during the goal inference, making
action-centric models appropriate for cases where gathering exhaustively all the plans
is considered very costly or is not possible. Automatic consistency checking mechanisms
are used while new observations become available to remove inaccuracies and revised
judgments made earlier [Yin et al. 2007].

On the other hand, in plan libraries, when a plan does not contain an action that
has been observed, it becomes inconsistent no matter if the previous observed actions
agree with the plan. One could say that plan libraries include the most common plans
that actors may follow in order to achieve some goal. In a closed world (closed-world
assumption), this collection is considered complete. This observation is the reason for
both the advantages (certainty and clear knowledge) and disadvantages (static, no
new plans) of this model. On the flip side, in consistency graphs, there is no predefined
number of plans; every action is connected with every goal unless an inconsistency
is caused by this connection. This way, a set of observations that have not been met
before can be associated to a goal. But at the same time, the more actions and goals
exist in a consistency graph, the more expensive and complicated the inconsistency
checking becomes. Furthermore, it becomes challenging to do plan recognition, since
the plans are not encoded in the model. Consistency graphs are in general a better
fit for providing causality relationships between actions and goals. Approaches that
rely on a corpus deal with the problem of gathering goal knowledge by introducing
probabilities into the goal models. Action sequences in Markov chains, for instance,
could be seen as an incomplete plan library. Since not all the plans are recorded, the
latest observations are used as evidence to predict the goal, and by extension the plan,
that an actor is following.

There is a high-level connection between hierarchy plan libraries and Variable-Order
Markov Models (VOMs). They both use a graph representation to encode alternative
sequences of actions. In hierarchy plan libraries, this graph representation can reveal
whether a goal is pursued by checking whether it is consistent with the environment;
in VOMs, it is used to compute the most probable goal.

VOMs and n-order Markov models (chains) handle the actions as black boxes. In
order to capture directly the environment variables or state transitions that occur
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while a goal is being fulfilled, models such as HMMs or Bayesian Networks should be
employed.

Bayesian networks capture causalities among actions and goals, since goals are a part
of the network. Dynamic Bayes Networks allow observing goal and plan evolution over
time. HMMs focus on the environment variables and allow the inference of unobserved
environment variables from observed ones. In the case of HMMSs, the goal is identified
by defining the hidden state of the environment. This is why they have been extensively
used in cases where sensors are involved (e.g., activity recognition [Hoelzl et al. 2012]),
but they can also be a choice for any environment with variables with latent connections
that can reveal the values of other variables.

Latent relationships among environment variables are also captured by statistical
models built on behavioral theories. These approaches explain and predict user goals
(and behavior in general) considering the user as part of a community. The method-
ology (i.e., the formulation of hypotheses and the performance of statistical analysis
to check their validity and reliability) could be exploited for exploring connections of
environment variables in different domains as well.

Approaches based on taxonomies that capture latent goals embrace uncertainty,
specifically in the stage of the inference of the goal class to which the actions be-
long. To introduce goals in the core algorithmic procedures of a system based on a
taxonomy, the most important task is the discovery of intrinsic features and proper-
ties within the environment that can be used as environment variables. This kind of
approach can be more naturally used by applications such as online recommendations,
social media applications, and web retrieval systems, where the environment consists
of nonmonolithic objects. Such objects can be analyzed and represented in the context
of an environment in a goal-aware system. For instance, web pages, forum posts, or
products in an online store can be analyzed through user studies and experimentation
to discover the right features that will be used for modeling environment variables
and that can be associated to different (soft) goals. For web pages, we have seen in
Section 3.2.1 which features have been used (and how) to form an environment in the
context of which user goals can be inferred and exploited for effectively performing the
retrieval of the web pages by satisfying the latent user goal.

4. GOAL EXPLOITATION

Given the goal model that captures the information about the operationalization of
goals within a system and the inferred actor’s goal, the system may exploit this knowl-
edge to the benefit of the actor (in nonadversarial cases) or itself. In the literature,
the exploitation of goals has been closely linked to the application scenario. Since the
purpose of our study is to bring light to the challenges and the practical value of a goal-
aware system, we categorize goal exploitation cases according to the system behavior
once the user goal is known.

Systems using goal models with full plans, for example, plan libraries or n-order
Markov models, can select which plan will be used to fulfill the goal based on a number
of criteria, for example, computational cost, plan length, and so forth. Then, either the
system executes the plan automatically or it guides the user through further interaction
toward the fulfillment of the goal.

Systems that contain goal models where plans or goals are not fully determined (e.g.,
HMMs or models based on taxonomies) do not replicate a certain plan. The goal can
be input to one or more algorithms that support the main functionality of the system.
For instance, in web search engines, the inferred goal can be used by the web retrieval
algorithms to reorder or filter the web sources in the result list.
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Table IV. Goal Exploitation

Exploitation Cases ‘ Indicative References
Exploitation Through Dynamic Environment Changes
Acting in Anticipation | By automatic action Armentano and Amandi [2009],

of the Actor’s Actions execution Geib and Goldman [2001],
Lieberman [2009], and Lesh [1998]
By state transitions Charniak and Goldman [2013],

Ha et al. [2012], Meehan [1981],

Riedl [2004], Schank [1995],

Han and Pereira [2010], and Roy et al. [2007]

Promoting/ By interface Dragunov et al. [2005],

Facilitating Actions adaptation Armentano and Amandi [2009],

Lesh [1998], and Lieberman 2009]

By exposing actors to Louvigne et al. [2012]

other actors’ plans
Exploitation Through System Response

Adjusting the system By posteriori Broder [2002], Lu et al. [2006],

response adjustment of the Li et al. [2006], and Herrera et al. [2010]
initial response of the
system
By returning Carberry [1983], Blaylock and Allen [2005],
information about Crook and Lemon [2010], and
actions Maragoudakis et al. [2007]

Side Services Castellanos et al. [2012], Ajzen [1991],

Chelmis and Prasanna [2012],

De Choudhury et al. [2007], and

Perugini and Bagozzi [2001]

Object Modeling Carpineto et al. [2009] and Sadikov et al. [2010]

Overall, we see that goal exploitation can take two forms: (1) exploitation through
dynamic environment changes, where the system provokes changes in the environment
that lead directly or indirectly to goal fulfillment while the actor is interacting with the
system, and (2) exploitation through system response, where the system responds to
the actor request(s) using algorithms that embrace goals into their core functionality
(i.e., algorithms implementing the tasks intended by the system that respond to actor
requests considering the inferred goal). Table IV offers a hierarchical organization of
the different cases.

4.1. Exploitation Through Dynamic Environment Changes

We further consider two subcategories of goal exploitation in this category: (1) acting
in anticipation of the actor’s actions and (2) promoting/facilitating actions.

4.1.1. Acting in Anticipation of the Actor’s Actions. In this case, the system automatically
performs actions (instead of the actor) or it changes the environment state (before the
actor performs the actions he or she has in mind).

By Automatic Action Execution. In principle, every type of application that allows
interaction with the user can leverage user goals. A system that “understands” the
objects of interest to an actor and monitors the user operations and interactions in
the environment of the system can automatically change its operation and behavior
according to the actor’s goal. For instance, it can take actions on its own by invoking
the commands provided by the system interface (i.e., the commands that the user can
perform through the interface) toward the fulfillment of the user goal. Such goal-
aware interfaces are known as intelligent interfaces and have been used in applications
like web browsers, text editors, and search engines [Armentano and Amandi 2009;
Lesh et al. 1999; Lieberman 2009]. Another example is computer or web security
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systems (e.g., Geib and Goldman [2001]), where the system can automatically change
its operation to prevent user attacks.

In a goal-aware text editor, for instance, by observing a sequence of menu selec-
tions and clicks (i.e., actions), the editor may infer that the user aims to disable auto-
correction. To save the user from browsing the various menu options, the editor can
directly fulfill the goal (i.e., the deactivation of auto-correction). To avoid misinterpre-
tations, a confirmation question may be posed to the actor before the system starts
performing the actions that will fulfill the goal.

By State Transitions. Apart from goal-aware systems that act proactively in anticipa-
tion of the user actions to fulfill user goals, there exist systems that trigger environment
state transitions when the goal is inferred in order to offer a different user experience,
for example, a more interesting, amusing, or unexpected experience.

A well-known example in this category is the interactive virtual environments or
narrative managers. Interactive virtual environments have been suggested for educa-
tion and training environments [Mott et al. 2006; Louvigne et al. 2012], as well as for
entertainment (game playing) [Gold 2010; Ha et al. 2012; Kabanza et al. 2010]. In ed-
ucation, interactive virtual environments engage students in learning procedures that
serve educational purposes being at the same time amusing and pleasant. For exam-
ple, in a virtual environment for microbiology, the laboratory changes according to the
learner’s goal, while he or she is trying to resolve a science mystery [Mott et al. 2006].

In game playing, narrative managers, depending on the player’s goal, change the
environment states to introduce unexpected events, for example, unlock new powers or
traps, or to prevent the player from repeating the same strategies, that is, plans [Ha
et al. 2012]. Such goal exploitation mechanisms differentiate the player’s experience
periodically and enhance the player’s loyalty to the game. Games often start with a
trial session, during which the game directs players to follow specific goals in order to
familiarize themselves with the environment. In this way, the game can keep track of
the actions players follow for achieving their goals and can enhance an existing goal
model (that expresses the average player) or create a model for the specific player. The
latter can offer a more personalized experience.

Another example of systems that perform state transitions based on the inferred
goals of the actors is that of assistance technologies or intelligent homes [Han and
Pereira 2010; Roy et al. 2007]. The practical value of these systems is especially high in
social groups that deal with problems such as mobility difficulties or vision or memory
problems causing them difficulties in performing everyday tasks. The environment in
these cases consists of variables that indicate mainly sensor values: locations, moves
of certain body parts, sounds, and so forth. Furthermore, medical or other personal
data may be captured. When the actor’s goal is inferred, certain environment variable
states change before the actor performs any further actions. For instance, the room
temperature, the volume of the television, or the location of an object may change. The
state transitions may directly cause the goal fulfillment, or some additional actions
may be expected by the actor. Easiness and effectiveness are the desired qualities for
such systems, while personalization elements may be desirable.

4.1.2. Promoting/Facilitating Actions. In this case of goal exploitation, the system some-
how suggests actions to the actor by making them more “obvious” and easily accessible.
It is, however, up to the actor to perform them.

By Interface Adaptations. To ensure the fulfillment of a goal, a system may facilitate
or guide the actor to perform certain actions through various adaptations. These adap-
tations include the addition of graphics or animations, the use of vocal input/output
means, or communication via other sensor channels [Lieberman 2009]. Intelligent

ACM Transactions on Database Systems, Vol. 41, No. 4, Article 23, Publication date: November 2016.



The Goal Behind the Action: A Survey 23:33

interfaces additionally to the automatic execution of actions may perform interface
adaptations as well [Armentano and Amandi 2009; Lesh. 1998; Lieberman 2009].
Other features of adaptation or personalization are pointing out alternative paths
and reordering or highlighting interface elements related to the user goals. Another
important issue that the system needs to deal with is the changes in actor goals and to
trigger the performance of additional actions whenever they are needed.

An example of such a system is TaskTracer [Dragunov et al. 2005], a research tool
that consists of a number of intelligent interfaces that were designed to be on top
of every desktop activity regarding Microsoft Office applications, Visual Studio, and
Internet Explorer in Windows XP.

By Exposing Actors to Other Actors’ Plans. Another way to exploit goals is by expos-
ing the users to information about the goals of other actors. Specifically, in educational
interactive virtual environments, exposing learners to information regarding the oper-
ationalization of goals of their peers was found very successful [Louvigne et al. 2012].
There is a theory behind this, called observational goal setting theory, that suggests
that information about the goals of others may help the current learner (actor) to stay
committed to his or her goals.

4.2. Exploitation Through System Responses

We further consider these subcategories of goal exploitation in this category: (1) ad-
justing the system response, (2) side services, and (3) object modeling.

4.2.1. Adjusting the System Response. In contrast to goal exploitation through dynamic
changes in the environment, there are cases in which the system does not respond
unless the actor makes an explicit request. Practically, the actor’s goal is fulfilled
through a plan containing actions that become available to the actor via the response
of the system. The final selection of the actions is made by the actor though. The actions
that the actor performs after the system’s response may optionally be tracked and used
to adapt the response. Web Information Retrieval is the most well-studied application
domain.

Although the use of search engines has been significantly expanded in the last
decades, users may not know exactly what they are searching for, or they may not
know how to actually express it in a query language even if the query is expected in a
form as simple as a set of keywords. Since users aim at discovering information (i.e.,
resources) and they keep browsing the results returned from a search, one can consider
as an action the fact that the user poses a query and sees the results (the change of
the information that a user has seen is reflected in the state of the environment) and
this task stops when the user finds what he or she needs. If the user is not satisfied
with any of the results, he or she has to pose another query and continue the same
process. Thus, a goal can be modeled also as a set of environment variable states, and
the clicking on the results returned for one or more queries the user has posed can be
seen as the actions.

Goal-aware information retrieval allows users to cope with information overload and
reach the information of interest faster. Clearly, understanding what the user intends
to do (refer to Figure 8(b)) with the data and promoting results that help fulfill that goal
can significantly improve the quality of the results and increase user satisfaction. This
has led search engine providers into the study of ways to understand what the user had
in mind. Over the last two decades, there have been efforts to make search engines able
to recognize the goal of the user, that is, what the user wants to do with the retrieved
information [Broder 2002; Herrera et al. 2010], and act accordingly. For instance,
consider three users that pose the following queries: (1) “Michael Jackson songs,”
(2) “Michael Jackson,” and (3) “Michael Jackson site,” respectively (refer to Figure 8(a)).
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I'want to
listen to Michael
Jackson.

Michael Jackson songs
% > % Michael Jackson song
h michael 2:2
A e/ michac hitp://www.youtube
Jacksom.com/SONgS A com/ watch?v=8o_Sar_Qf71
Who is Michael
Michael Jackson Jackson? —ichael Jackson
http://www.michael http://en.wikipedia.org/
B jackson.com/home :(:: wiki/Michael_tackson
| want to find photos,
videos,... of M. Jackson
% Michael Jackson site Michael Jackson site,
http://www.michael http://www.michael

jackson.com/home E1 C jackson.com/home E2

(a) (b)

Fig. 8. Answering web queries (a) using only IR techniques or (b) in combination with goal recognition and
exploitation.

For the first user, the search engine returns the link www.michaeljackson.com/songs
containing the list of all the songs the artist has sung. For the second and third user,
it returns the link to the artist’s web page. At first sight, all the results seem to be
satisfactory to the users. However, the first user does not actually want to see the list
of songs, but wants to listen to them. Thus, a preferable answer would have been a link
to the artist’s songs on YouTube. The second user was actually interested in learning
about Michael Jackson’s life; thus, a link to his Wikipedia page would have been a more
useful resource than his home page. Finally, the third user is interested in finding pho-
tos, videos, and filmography of the actor. For that user, the actor’s website is indeed the
best resource.

The goal taxonomies of queries presented in Section 3 have been plugged into exist-
ing web search engines to adapt the retrieved results to the goal behind the current
user query. For example, retrieval algorithms that consider goals ensure that queries
matching the class of informational goals should be answered by diverse web resources
that cover the query from different perspectives, contain complementary and contro-
versial information, and offer various levels of comprehension. All these requirements
are guaranteed in the respective goals by conditions on environment variables such as
resource diversity, size of resource, and so forth.

Queries that match the class of navigational goals should be answered by specific web
resources that are characterized by perfectness, uniqueness, and authority [Lu et al.
2006]. In this case, users may be certain of the existence of the site because they have
accessed it before, they have been informed about its existence by an external resource,
or they assume it exists. For instance, a user may assume that there is a website for
a scientific laboratory even if he or she has no information about it. In order for a
goal-aware engine to detect authoritative sites for navigational queries, it exploits the
inferred goal that contains conditions on environment variables (features) describing
click streams from query logs or on features regarding the URL of a resource, such as
the length of the longest substring of the query that can be matched to the URL [Lu
et al. 2006].

Another example is the answering of queries given one query that expresses a trans-
actional goal. In this case, goal-aware web search engines answer the queries using
a specific fraction of the web collection, since according to studies, transactions can
be performed only in a small number of websites that can be possibly distinguished
from common pages. Indeed, there have been efforts to spot “transactional” pages and
create a collection of web resources that will be used only for transactional queries. An
example is an annotator based on regular expressions and gazetteer lookups that was
built for queries related to two types of user activities on the web: software downloads
and entry forms [Li et al. 2006].
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By Returning Information About Actions. There also exist systems where after the
goal is inferred, the system tries to return information about the plan, that is, about
the related actions and action preconditions needed for fulfilling the goal. This is met
in dialogue systems for instance, which are computer systems intended to converse
with a human with a coherent structure. They support a broad range of applications in
enterprises, education, government, healthcare, and entertainment, such as customer
care and helpdesk services, technical support, and informational services about news,
entertainment topics, the stock market, or any other type of information stored in a
knowledge base [Carberry 1983; Crook and Lemon 2010; Maragoudakis et al. 2007].
Respectively, in Linux systems dialogue systems have been considered for goals that
can be described in a high level as tasks such as sorting the files and subfolders in
a folder, or renaming the files based on a pattern. Such goals are operationalized by
command line commands [Blaylock and Allen 2005]. The dialogue systems first infer
lower-level goals and then gradually build a complete plan as the dialogue progresses
[Carberry 1983]. Thus, goal inference is performed hierarchically.

4.2.2. Side Services. Goals can also be exploited by side services for marketing purposes,
for example, targeted offers, market analysis, and so forth. Online user-generated
content offers great opportunities for extracting and encoding knowledge about human
goals. For instance, goals expressed in phrases such as I want to visit France in Twitter
or travel websites constitute valuable information for marketing in the travel and
leisure industry [Castellanos et al. 2012].

Several personalized services benefit from the prediction of user behavior in so-
cial platforms [Ajzen 1991; Chelmis and Prasanna 2012; De Choudhury et al. 2007;
Perugini and Bagozzi 2001]. For example, in online social virtual games, one can meet
motivations capturing notions such as “entertaining” or “being challenged by others.”
A user may be interested in a recommendation of a game that offers entertaining
missions (i.e., by trying to satisfy related goals) motivated by a tendency to entertain
himself or herself, while another user may be willing to buy a game to pursue missions
of great difficulty motivated by the fact that he or she is challenged by other players.

There are currently no algorithms capturing goal knowledge that manage to perform
in an automatic way, that is, without the interference of a marketing team, tasks such
as recommendations in a way that will help users to fulfill their goals, making it a
challenging open direction.

4.2.3. Object Modeling. When an object (e.g., a query or a web page) is involved in the
fulfillment of one or more goals, either in an action, in an environment state, or in a goal,
the information about operationalization can be used for the modeling of the object.
Two clustering algorithms have exploited such information for object representation.
The first is designed for clustering the results retrieved by a web search engine for
a certain query. The web pages in the result set are clustered into hierarchies that
reflect the different aspects of the query [Carpineto et al. 2009] to allow the user to
access the results that are only related to a specific goal. Such goal-aware techniques
are especially useful in mobile search because mobile users are typically not willing
to pose more than one query per session nor to scroll through long lists of results,
and may be overwhelmed by a large volume of unrelated data. The other algorithm is
designed for query clustering in order to suggest to the users those related to a query
at hand [Sadikov et al. 2010]. A corpus-based goal modeling approach was followed.
The used corpus consists of anonymized logs from the Google search engine containing
user queries and clicks on pages from the respective result lists within a user session.
Query refinements are considered to be the actions, and the documents the potential
user goals. A graph for each query is created. The nodes representing the goals are
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absorbing nodes; that is, once the user visits a document, it is assumed that he or she
stops having the same searching goal in mind unless he or she further refines the same
query again. Subsequently, the goal model is constructed, a Markov chain model with a
transition matrix that reflects the probability with which a user may end up to each goal
within a number of steps (actions). Given the model, every query can be transformed
into a discrete probability distribution. Finally, a clustering algorithm is performed
on these representations capturing the knowledge about goals and intentions of the
“average” user.

4.3. Discussion

In all the aforementioned cases of goal exploitation, the goal of the current actor is
recognized and exploited to give certain qualities to the usage of the system such as
personalization, effectiveness, serendipity, and so forth. Effectiveness can have several
interpretations; herein, it is used to show that the actor’s goal is fulfilled through the
system usage. Despite effectiveness, which is a quality desired by all goal-aware sys-
tems, there exist systems that consider goals to ensure that the actor will accomplish
his or her goal easily and as soon as possible, for example, intelligent interfaces and
dialogue systems. Other systems, on the other hand, embrace goals to make the us-
age of the system (until the goal is satisfied) more interesting, with surprising and
pleasant elements or personalized features. These qualities, as we have seen, are very
important for applications such as game playing and target marketing, but at the same
time they have been proved beneficial for query answering, for instance. In fact, web
search engines want to accomplish the right balance between the two; they want to
pleasantly surprise the user with their responses and direct him or her in an efficient
fulfillment of goals. Another advantage of goal-aware systems is that the included goal
models capture data about the operationalization of goals that allows the discovery of
knowledge during goal exploitation.

The different needs and desired qualities of certain applications can be met by diverse
goal model types. Goal-aware systems have used different types of models for the
same application domain. For instance, Interactive Narrative Managers have employed
Markov Logic Networks [Baikadi et al. 2012; Ha et al. 2012; Mott et al. 2006], IOHMMS
[Gold 2010], and Bayes Networks and N-order Markov Models [Mott et al. 2006].
Similarly, dialogue systems have employed Markov Models [Maragoudakis et al. 2007]
and Bayes Networks [Raux and Ma 2011].

5. RESEARCH DIRECTIONS AND CONCLUDING REMARKS

Goals can provide a formal foundation for going beyond the traditional modeling and
analysis of data, and can help build better systems and services for the end-user.
Goal-aware approaches will and should gain more ground in the scientific community
and industry due to the reinforcement of user engagement and sense of satisfaction,
the direct and indirect economic implications (i.e., advertisements, e-commerce, and
marketing campaigns), and the usefulness of the derived knowledge in a variety of
applications. With a clear picture of what is meant by a goal-aware system, the different
goal models from the literature, the ways they are constructed, how they are used for
goal recognition, and how they are exploited in certain application scenarios, we can
discuss additional situations in which goals can play a significant role and identify
possible research directions and challenges. Table VI summarizes the potential benefits
we have identified on the usage of goals in various systems.

Big Data and Query Processing. As the amount of data outgrows the capabilities
of query processing technology and the number of emerging applications, from social
networks to scientific experiments, is growing fast, there is a clear need for efficient
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Table V. Qualities Added to the Usage of Certain Applications by Considering Goals

Interactive
Systems Personalized Web
Intelligent | Dialogue | for Education, Target Search Assistance
Qualities Interfaces | Systems | Game Playing Marketing Engines | Technologies
Velocity v v X X v v
Easiness v v X X v v
Interestingness v X v v X X
Personalization v X v v v v
Serendipity v X v v v X
Extra knowledge X X v v v X
Effectiveness v v v v v v

Table VI. Qualities That Can Be Added to the Usage of Certain Applications If Goals Are Considered

Big Data and Interactive Retrieval and
Qualities Query Processing | Data Exploration | Recommendations | Data Mining
Velocity v v X X
Easiness v v X X
Interestingness X X v v
Personalization X v v v
Serendipity X X v v
Extra knowledge X v v v
Effectiveness v v v v

big data query processing to enable the evolution of businesses and sciences to the new
era of data deluge. In this context, introducing goal-aware data and query processing
methods can provide a whole new perspective into building database systems that
are tailored for big data and the goals of the users accessing these data by providing
features such as adaptive indexing, adaptive loading, and sampling-based query pro-
cessing and goal-aware query processing and optimization methods. These directions
focus on reconsidering fundamental assumptions and on designing next-generation
database architectures for the big data era. A system, by considering, for instance, sets
or sequences of queries that operationalize certain goals, can focus only on the part of
the data that will serve the user’s purpose and not every possible piece of data that
satisfies the query conditions. The query conditions, in this context, would constitute
the conditions on the environment variables of the respective goals.

The number of goals that are typically to be processed are not proportional to the
volume of the data. Therefore, even goal models that are meant for a smaller number
of goals (e.g., those based on consistency checking) may be easily employed. What
is challenging in this case is to build and maintain adequate structures and design
algorithms that will enable the answering of queries in a timely and effective fashion.

Interactive Data Exploration. Interactive data exploration is an emerging form of
data-intensive analytics in which users ask questions over a dataset to make sense
of the data, identify interesting patterns and relationships, and bring aspects of in-
terest into focus for further analysis. Interactive data exploration is fundamentally a
multistep, nonlinear process. Data exploration requires users to possibly ask a large
number of queries as they try to navigate through large datasets. Incorporating notions
of goals seems like a natural step and requirement for reducing the human workload
and serving better results faster. The operationalization of the goals considered by the
system may contain whole queries, and/or interactions with tuples or columns, or click-
ing on single fields and values. However, since users often have underspecified and
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shifting end-goals, goal modeling and recognition are very challenging. Hierarchical
goal inference could be more appropriate in this case to capture the refinements of user
goals while interacting with the system the same way they often do in dialogue sys-
tems. Systems intended for interactive data exploration can exploit knowledge about
the operationalization of goals of the average user, as well as enhance goal models by
information regarding the current user so as to give personalized results when needed.
However, the main objective remains always to facilitate data exploration in terms of
time and effort.

Recommender Systems. The aim of a recommender system is to estimate the utility
of a set of objects belonging to a given domain, starting from the information available
about users and objects. Algorithms such as collaborative filtering have traditionally
assumed that the object utility is a function of user preferences (expressed as ratings,
likes, etc.) and in some cases of the user context. Adding goals into the equation can
modify the whole perception of what a recommender system is. By considering goal
operationalizations that involve interactions with the objects, a goal model allows
the system to identify the most appropriate objects for the user, that is, the objects
that serve the goal(s) he or she is currently pursuing. Toward this direction, adaptive
e-learning systems, for instance, can automatically generate personalized learning
experiences starting from a learner’s profile and a set of target learning goals. Moreover,
a new need rises for algorithms that can model and recognize user goals by observing
the user actions performed so far, that is, the interactions with the objects.

Goal-aware recommenders can offer a more surprising and richer experience for the
user since the connections of objects due to goals are not obvious nor known by all
users, especially when goal models capture data from diverse plans.

Furthermore, there is a source of data valuable for marketing and recommendations
(as was highlighted in Section 3.5) that makes the problem of goal modeling and
recognition more challenging due to the volume and the variety of the sources; this
source is social data, that is, data from social networking sites and applications.

Another interesting direction where social data can be used is for analyzing the
content that a specific user shares online to extract user goals. Users with similar
goals could get connected to discuss common problems and get motivated. Moreover,
special services and features can be implemented for groups of users with common
goals.

Retrieval and Data Mining Tasks. A direction touching upon issues related to rec-
ommendations but from a different perspective is that of identifying the proximity or
relatedness among objects for retrieving or mining objects in order to respond to user
actions and requests. By considering that the objects are implicated in the fulfillment
of a number of goals and adjusting accordingly the modeling (representation) of the
objects as well as the respective algorithms, such tasks can become more effective.

Toward this direction, web queries have been modeled and clustered with the help
of goal models where goals represent the target web pages. The objective of this work
was to retrieve related queries [Sadikov et al. 2010] (refer to Section 4.2.3). In web
retrieval, on the other hand, where the objects of the analysis are the web pages, goal
taxonomies in an environment consisting of intrinsic web page features managed to
increase user satisfaction in web query answering [Broder 2002; Herrera et al. 2010]
(refer to Section 3.2.1).

These works show us two different alternatives that can be explored for diverse
object types and applications (besides web querying). Specifically, they can be explored
in systems that respond to actions such as clicking on objects, publishing multimedia
items or texts, and so forth either (1) to build a goal model that involves actions and
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goals or (b) to discover intrinsic features (i.e., variables) that are adequate for defining
and recognizing the implied goals.

Corpuses of click logs marked with goals, human annotations of features, and ex-
perimentally tested hypotheses regarding variables are sources of goal data that seem
more promising.
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